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Project Context:
For many years, the Arizona Game and Fish Department 
(AGFD) has been engaged in efforts to identify and 
conserve areas important for wildlife movement and 
landscape-scale connectivity as part of managing Arizona’s 
wildlife populations. Local efforts have included working 
with transportation authorities to build wildlife crossing 
structures to minimize vehicle collisions with wildlife, as 
well as working with city and county planners to guide 
development towards areas that will have the least amount 
of impact on Arizona’s wildlife. These activities are essential 
to maintaining the long-term stability of wildlife populations 
and have been critical in addressing connectivity related 
issues in numerous locations at more local scales. While the 
AGFD has developed several statewide datasets in recent 
years that help inform the identification of crucial habitats, 
including areas of wildlife conservation potential throughout 
Arizona, the department acknowledges the need for a 
systematic large-scale assessment of important landscape 
connectivity areas for the entire state.

The Species and Habitat Conservation Guide (SHCG) is 
one of AGFD’s most recent statewide Datasets. The SHCG 
was developed to meet the requirements of depicting areas 
of conservation potential for Arizona’s wildlife. As part of 
Arizona’s State Wildlife Action Plan (SWAP) revision process, 
the SHCG combined several sub-models, including: 1) a 
diversity index for Arizona’s Species of Greatest Conservation 
Need (SGCN), 2) unfragmented habitats, 3) riparian habitats, 
4) economically-weighted models for Species of Economic 
and Recreational Importance (SERI), and 5) sportfish. 

Independent of the AGFD’s development of the SHCG, a 
west-wide effort coordinated by the Western Governors’ 
Association (WGA) to identify crucial habitats and wildlife 
corridors across the western United States is also underway. 
As outlined in the WGA Wildlife Corridor Initiative (WGA 2008), 
a key part of this west-wide effort has been to identify and 
develop a series of “Tier 1” datasets important to all western 
states. These datasets are intended to represent crucial 
habitats across the west. The sub-models in the AGFD’s 
SHCG represent the Tier 1 datasets currently completed 
for Arizona and represent the state’s first deliverables to the 
WGA. Similar datasets are currently being developed by 
each of the other 18 western states. When combined, these 

data products will represent crucial habitats for individual 
states and the entire west (Western Governors’ Wildlife 
Council 2011). The development of one additional Tier 1 
dataset for Arizona, a connectivity or linkage assessment, is 
the primary goal of the effort described in this report. It will 
result in the identification of Arizona’s Important Connectivity 
Zones or ICZs. Derivation of this final Tier 1 dataset will 
complement ongoing AGFD efforts and will satisfy the WGA 
data requirements.

Based on the AGFD Statewide Connectivity Team (SCT) 
charter, this work aims to aid in achieving the department’s 
vision of an interconnected landscape by identifying the 
crucial connections throughout the Arizonan landscape. 
Further, this work will support and complement AGFD’s 
already developed conservation planning tools such as the 
SHCG, HabiMap™ Arizona, and the Online Environmental 
Review Tool by providing resource managers and 
stakeholders with data specific to connectivity conservation 
and wildlife resource protection early in the planning process.

Additionally, it is envisioned that this statewide assessment 
will complement existing connectivity efforts including 
ongoing county-level connectivity assessments and 
fine-scale modeling work such as the Arizona Missing 
Linkages and other detailed connectivity assessments. This 
statewide assessment incorporates both new and existing 
data from other AGFD efforts and offers a coarse-scale 
analysis from which to evaluate and unify more localized 
assessments by providing context on a local area’s broader 
contribution to statewide connectivity. Additionally, this will 
aid in the identification of Important Connectivity Zones 
(ICZs) throughout the state which may be overlooked 
when focusing on more localized models. Finally, this work 
also provides a replicable model and framework for future 
connectivity efforts which will allow for additional iterations 
of both the landscape integrity and the connectivity model 
to be revised as new data becomes available.

As a precursor to the development of the statewide 
connectivity assessment dataset, a statewide landscape 
integrity dataset was produced. This dataset was the main 
input for the connectivity model. Both the methodological 
processes and the derivation of these datasets were 
developed by the University of Arizona research team who 
was contracted by the AGFD through DOE/WGA funding. 

LANDSCAPE INTEGRITY
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All inputs, methods, and products were developed through 
close consultation with the AGFD SCT. The University of 
Arizona/AGFD partnership is collectively referred to as 
the “team” throughout the remainder of this report unless 
otherwise noted.

Project Overview:
In order to complete the statewide connectivity assessment, 
the team first developed a mapped data product depicting 
Arizona’s landscape integrity. This dataset served as the 
primary input for the connectivity assessment. Landscape 
integrity surfaces assess the scope and extent of human 
alterations to the landscape and can be used for a wide 
spectrum of management and planning purposes. Modeling 
Arizona’s landscape integrity was accomplished by adopting 
and adapting methods currently in use for developing global 
and downscaled human footprint datasets and naturalness 
indices. Assessments such as these combine geographic 
data that inventory the extent of human alteration and 
infrastructure which is present throughout the landscape. 
These assessments result in datasets which inventory the 
landscape’s composition based on gradients ranging from 
pristine and natural to built and heavily developed. Similar 
methods have been employed to derive naturalness indices 
which can be further parameterized to inventory landscape 
fragmentation and/or the integrity of the landscape. 

While modeling landscape integrity by itself is useful, the 
primary objective of this work was to model and map ICZs 
for terrestrial ecosystems throughout the state. This resulted 
in the creation of Arizona’s final Tier 1 dataset (the statewide 
connectivity assessment) as described by the WGA (WGWC 
2011). The connectivity modeling methods utilized here 
evaluated paths between all possible nodes as represented 
in a state-wide hexagonal landscape lattice. This illustrated 
each node’s contribution to landscape connectivity. Nodes 
which exhibited the greatest flow accumulation across all 
possible paths where then classified as ICZs. ICZs were 
then evaluated based on this flow accumulation in order to 
identify those areas most critical in maintaining connectivity 
throughout the state as a whole. 

While the team believes that the coarse-scale nature of 
this effort and the prioritization metrics that it generates will 
be useful in guiding statewide management, it recognizes 

some limitations. Namely, ICZs are not to be interpreted 
as least-cost corridors which are the result of fine-scale 
modeling between pairs of patches. Rather, ICZs should 
be viewed as a more general overlay which identifies areas 
crucial for maintaining flow throughout the entire landscape 
as opposed to suggesting the discretely bounded path 
through which that flow will pass. In this way, ICZs could 
help to prioritize portions of the landscape based on the role 
they play within the statewide context and suggest where 
detailed corridor modeling and/or field evaluations may be 
initiated. More information on how the landscape integrity 
and connectivity datasets complement other data products, 
what these datasets can and cannot inform, and how they 
should be used is detailed in this report and the subsequent 
AGFD report to the WGA AGFD (Arizona Wildlife Connectivity 
Assessment: Statewide Analysis in prep).

LANDSCAPE INTEGRITY
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1.0 Introduction:
Common practices for connectivity modeling generally 
involve assessments of habitat suitability as an indicator for 
species movement. This contributes to one of the largest 
assumptions implicit in connectivity modeling – that wildlife 
choose routes for movement based on the same cues they 
use to select habitat (Beier et al. 2008). Translated, this 
means that suitable habitat is utilized as a proxy for high 
landscape permeability and increased species movement. 
Approaches currently in use which model connectivity 
based on the needs of focal species operate with this 
assumption at the heart of their underlying methods. While 
this is entirely reasonable and has been utilized to high 
effect in conservation planning, there are instances when it 
may be less optimal.

First, for many species, habitat alone can be a poor predictor 
of species movement. Horskins et al. (2006) reported that 
corridors with suitable habitat failed to promote gene flow 
while Haddad and Tewksburry (2005) found that low-quality 
habitat linkages actually promoted wildlife movement. 
Second, model parameterization of species’ habitat 
requirements and associations may be difficult due to 
incomplete knowledge or data. Third, for habitat generalists, 
habitat suitability alone is a poor fit for modeling corridors 
as individuals are likely to be less selective during migration 
and dispersal than other phases of their life history (Baldwin 
et al. 2006, Haddad and Tewksbury 2006). Fourth, species-
habitat interactions may vary markedly across a species 
geographic range (Baldwin et al. 2010). This means that 
habitat proxies will be less consistently linked to species’ 
movement across large landscapes and may vary greatly 
in coarse-scale modeling. Fifth, habitat suitability datasets 
may not include anthropocentric barriers which do not 
directly impact modeled suitability but may, in fact, impede 
movement and have substantial impacts on connectivity. 
Finally, and particularly applicable here, real-world constraints 
of time and resources may render a focal-species habitat-
specific approach impractical or unfeasible.

Given these potential issues, a growing trend is emerging 
within connectivity conservation to employ coarse-filter 
approaches which integrate measures of both structural 

and functional connectivity (Cook 2002, Baldwin et al. 
2010, Panitsa et al. 2011, Theobald et al. 2011, Alagador 
et al. 2012). Such applications are increasingly adopting the 
use of landscape integrity datasets, naturalness indices, or 
variations thereof, as the foundation from which to model 
connectivity. Employing the use of such data provides 
for a comprehensive, yet still quantitative, assessment 
of landscape connectivity which has application across a 
wide array of ecological systems and spatial scales. Further, 
such approaches often explicitly integrate measures of 
anthropocentric influence such as roads, traffic volume, and 
land use which have direct impacts on wildlife movement 
but may not be represented in individual species habitat 
suitability models. Employing such an approach also 
addresses budgetary and time constraints which may be 
prohibitive in comprehensive focal-species mapping, as 
was also the case here.

1.1 Landscape Integrity Modeling Overview:

Landscape integrity can be thought of as a measure of the 
landscape’s naturalness, or its inverse, the level of human 
modification. Landscape integrity assessments are closely 
related to both Ecological Integrity Assessments (EIA) and 
Index of Biotic Integrity (IBI) methodologies discussed by 
Harwell et al. (1999) and by Karr and Chu (1998). In each 
case, a benchmark condition is established from which to 
base the “standard” or “natural” condition of the landscape 
being evaluated. Landscapes are further parameterized 
based on ecological patterns, processes, and an evaluation 
of how the presence of human activity affects the standard 
landscape condition. Such approaches have been 
developed as multi-metric indices designed to evaluate the 
relative condition of both biotic and abiotic attributes along 
a gradient. In these approaches, gradients are developed 
which span from the standard condition on one end to 
the most degraded condition on the other (Rocchio and 
Crawford 2011). 

Additional measures have been created as methods of 
inventorying landscape integrity as it relates to human 
influence. Measures such as human population/housing 
density (Parks and Harcourt 2002, Theobald 2003), lights 
at night (WRI 2000), road density (Carroll 2005, Saunders 

LANDSCAPE INTEGRITY
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et al. 2002), and pollutant deposition (Driscoll et al. 2007) 
all represent anthropocentric variables that may be used as 
a means of calibrating landscape integrity. In each of these 
approaches, anthropocentric influences are represented as 
either indicators or direct causes of landscape degradation 
(Trombulak et al. 2010). 

Sanderson et al. (2002) mapped anthropocentric influence 
and termed it the “human footprint”. It represented the 
sum of direct human influence across the lands surface. 
Signified as a continuum ranging from “natural” to “built”, 
the human footprint defined human influence via a series 
of geographic proxies within the larger categorical context 
of human population density, land transformation, human 
access, and power infrastructure (Sanderson, et al. 2002). 
Once identified, human proxies were then scored relative 
to their impact on natural conditions. The proxies were 
then weighted to reflect a priori decisions on their relative 
importance and overall influence in the final human footprint 
score. Scores were calculated via a heuristic combinatorial 
model to avoid redundancy. Scores were then normalized to 
a range of 0 to 100 representing the relative human impact on 
the landscape (Trombulak et al. 2010). Such methodologies 
can be adapted and be considered analogous to those 
employed in landscape integrity modeling.

Additional applications have resulted in fine-scale 
development of human footprint mapping. Woolmer et al. 
(2008) applied a down-scaled Sanderson methodology to 
the Northern Appalachian/Acadian Ecoregion. Their results 
yielded more detailed information about the nature and 
extent of human influence and thus landscape integrity 
within the region. Further, Leu et al. (2008) applied a modified 
methodology to map the extent and intensity of human 
influence on the landscape in the western United States. 
The resulting landscape integrity index was driven by both 
top-down and bottom-up anthropocentric influences such 
as avian, dog, and cat predators, invasive plants, human-
induced fires, energy production, and habitat fragmentation 
(Leu et al. 2008). 

Recently, researchers have begun merging components 
of human footprint mapping with landscape naturalness 
indices as an alternative method intended to substitute 

habitat suitability in large-scale connectivity modeling (Cook 
2002, Baldwin et al. 2010, Spencer et al. 2010, WHCWG 
2010, Panitsa et al. 2011, Theobald et al. 2011, Alagador et 
al. 2012, and Perkl et al. in prep). After careful evaluation of 
these methods, the team determined that the utilization of a 
hybrid human footprint/naturalness indices approach would 
hold the most promise for developing Arizona’s landscape 
integrity dataset. 

A landscape integrity surface derived in this fashion provides 
for a logical transition to connectivity mapping. In such an 
application, the landscape integrity dataset serves as the 
input surface for the connectivity modeling phase. The team 
determined this to be a useful methodological approach for 
several reasons. First, it eases a number of the previously 
discussed assumptions associated with focal-species based 
connectivity modeling. Second, calibrating a permeability 
surface based on widely available anthropocentric data 
(i.e. impervious surfaces, infrastructure, housing and 
population density, etc.) integrates fewer species/habitat 
related assumptions which tend to be lesser known. Third, 
it allows for anthropocentric barriers to be better accounted 
for as part of the landscape integrity dataset, which for 
connectivity modeling purposes, may better incorporate 
measures of permeability. Fourth, the dataset can be further 
refined through consultation with orthoimagery, since 
barriers not implicit in the data can be identified remotely, 
which can serve as a form of ground-truthing for large areas. 
Finally, adopting approaches such as this may be helpful in 
addressing budgetary and time constraints associated with 
the analysis, as was also the case here.  

Even given these benefits however, uncertainty remains 
in this and all modeling processes. While uncertainty 
associated with species/habitat related assumptions have 
been bypassed, they have been replaced by another set 
of assumptions involving the quantification of landscape 
impacts. Coupled with the rationale outlined above 
however, the team concluded that shifting focus in this way 
may be desirable as landscape impacts may be more easily 
observed and inferred than would be the case with habitat 
suitability.

LANDSCAPE INTEGRITY
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1.2 �Landscape Integrity  
Modeling Assumptions:

The team acknowledges that in all instances and to the extent 
possible, a thorough review of available literature, similar 
modeling efforts, and expert knowledge was incorporated 
in the process by which methods were developed, factors 
were chosen, and thresholds, scores, and weights were 
assigned. Even so, no perfect model exists, thus most 
modeling efforts are aimed at mitigating the adverse effects 
of imperfect data, error propagation, factor parameterization, 
transparency, and adjusting methodologies to find middle 
ground in balancing assumptions. 

Quantitatively predicting the impacts of anthropocentric 
influence on the landscape is particularly challenging and 
is most certainly an imperfect science. While best efforts 
have been made to balance the management needs and 
timeline of this work with many of the issues previously 
discussed, the team acknowledges that limitations and 
modeling assumptions remain. The team recommends 
that the model factors along with their respective datasets, 
distance thresholds, impact scores, and model weights 
be evaluated, reviewed, and updated as new information 
becomes available. The team is confident however, that this 
modeling approach and the data products which result will 
be useful in informing the connectivity needs for wildlife in 
Arizona.

1.2.1 Landscape Impacts:

The team defines landscape impacts as a generalizable 
set of negative effects which may be broadly applied to 
terrestrial, hydrological, and atmospheric systems. Negative 
effects to these systems may include: 1) the introduction 
of foreign matter such as pollution, invasive species, 
particulates, light, and sound; 2) the extraction of landscape 
constituents such as resources, species, and biomass; and 
3) the disruption of landscape flows and processes through 
landscape fragmentation or other landscape alterations. 
The team acknowledges that landscape impacts beyond 
the physical footprints of built systems are largely inferred 
and may be difficult to quantify in an empirically robust way. 
Further, the team acknowledges that imperfect knowledge 
exists in calibrating landscape impacts from anthropocentric 
sources.

1.2.2 Factor Selection: 

The team acknowledges that:

	 1. �Data availability, quality, completeness, statewide 
coverage, and mitigating uncertainty contributed to 
factor selection. Landscape integrity, as modeled here, 
is thus influenced by both the factors selected for 
analysis and those omitted from the model.

	 2. �In areas where data is lacking no impacts are modeled 
although the impacts may still exist.

	 3. �Natural processes such as flooding, wildland fires, 
drought, and others are not captured.

	 4. �Manmade water bodies, unless somehow impaired, are 
not assumed to negatively affect landscape integrity. 

	 5. �Duplication of features is possible. For example, features 
such as roads are captured by multiple model factors 
such as roads and impervious surfaces.

	 6. �Features within the modeled factors represent existing 
conditions to the extent possible; planned or future 
conditions are not evaluated.

	 7. �Impacts from some modeled factors may be reversible 
or mitigated over time.
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1.2.3 Factor Scoring:

The team acknowledges that:

	 • �When possible, literature was consulted to aid in the 
selection of impact scores. When lacking, expert opinion 
was utilized while attempting to maintain consistency 
among all factors. 

	 • �Assigning scores as part of a modeling process may 
oversimplify landscape impacts.

	 • �When applicable, impacts from features within each 
factor diminished with distance. 

	 • �When applicable, impacts from features within each 
factor diminished as density decreased within a 1km 
neighborhood. While this neighborhood size was 
utilized by others (Theobald et al. 2001 and Theobald et 
al. 2012), appropriate neighborhood sizes and impact 
scores are uncertain.

	 • �When applicable, fuzzy logic methodologies were 
used to address uncertainties associated with the 
determination of scores and intermediate distances 
which are inherent in factor modeling (described in 
greater detail in section 1.3). Additionally, while fuzzy 
logic has helped to circumvent the need to assign 
intermediate distances with discrete scores, it still 
requires that maximum distance thresholds be applied. 
While based on expert opinion and available literature 
when possible, maximum impact distances are also little 
known, will vary geographically, and may be speculative. 

	 • �For large polygon features, landscape impacts are 
assumed to be homogeneous throughout.

	 • �Impact scores across all factors are compiled additively, 
not synergistically.

1.2.4 Edge Effects:

The team acknowledges that:

	 • �No data was gathered or evaluated beyond Arizona’s 
border. Edge effects may persist for areas within 3km of 
Arizona’s border (the maximum impact distance used by 
any model factor). Such effects would result in slightly 
higher landscape integrity scores in these areas as 
impacts from factors beyond the border have not been 
modeled.

1.3 Landscape Integrity Modeling Methods:

A comprehensive multivariate approach to mapping 
landscape integrity is the preferred means of inventorying 
the condition of a landscape. Trombulak et al. (2010) notes 
that the more variables used to assess the degree and 
spatial extent of landscape disturbances, the more likely 
the results will not be biased toward any single variable. 
As such, a wide array of spatial data were incorporated in 
the landscape integrity model, including: airports, camping/
recreation areas, canals, housing density, impaired waters, 
impervious surface, land cover, landfills, military operations, 
mines, oil/gas extraction, pipelines, point source pollution 
generators, population density, railroads, renewable energy, 
roads, and utility lines. Individually, each of these factors can 
serve as a measure of human impacts. Taken together, the 
cumulative impacts of these factors reduce the naturalness 
of the landscape and can be utilized to infer landscape 
integrity. A detailed description of the factors used in this 
analysis can be found in Section 1.4. Additionally, an 
accounting of factors considered but not included in the 
model can be found in Section 1.4.

In modeling landscape integrity, a hybrid approach was 
developed which incorporated measures of landscape 
impact related to both proximity and density (when 
appropriate) of features within the aforementioned factors. 
The proximity components of the model assumed that 
landscape impacts were expected to be the greatest at the 
point of contact with the above features and to diminish 
with distance. Parameterizing the model in this way ensured 
that the proximal impact of each individual feature could 
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be calibrated and reflected in the resulting landscape 
integrity surface. Similarly, the density components of the 
model assumed that landscape impact was the greatest 
where there were higher concentrations of these features. 
Incorporating measures of density ensured that landscape 
impacts were the greatest where the occurrence of these 
features was the highest. 

The hybrid approach developed here was preferred because 
scoring landscape impacts based on proximity alone tends 
to skew modeling impacts in two ways: 1) it can contribute 
to overestimating the impacts of a single feature in locations 
where no other like features exist; and 2) it can contribute 
to underestimating the impacts from many like features 
in locations where they are numerous and within close 
proximity to each other. Similarly, parameterizing landscape 
impacts based on density alone can result in two similar 
shortcomings: 1) it can contribute to overestimating the 
impacts of many features in areas of high density; and 2) it can 
underestimate the impacts from a single feature in areas of 
low density. Taken together, the hybrid approach developed 
here mitigates these tendencies by explicitly incorporating 
both measures of proximity and density. This ensured that 
the impacts from each feature were represented and that 
the intensity of those impacts increased where the features 
were more pervasive.

The proximity and density components for each factor were 
both parameterized on a 5.0-0.0 floating point scale where 
high scores were associated with high levels of landscape 
impact. For the proximity analysis, this resulted in impact 
scores of 5.0 at or near the physical footprints for each 
feature within each factor. Scores were parameterized to 

decrease to a minimum score of 0.0 once the maximum 
distance threshold for each factor was achieved. Density 
was calculated among the features within each factor using 
a 1 kilometer neighborhood. An impact score of 5.0 was 
assigned to the highest observed density for each factor 
and normalized to decrease, as density decreased, to the 
minimum score of 0.0.

Boolean or discrete proximity impact models typically define 
distinct distance thresholds to which impact scores are then 
assigned. Such parameterization however assumes perfect, 
or at minimum, a high degree of knowledge related to how 
impacts vary at discretely defined intermediate distances; 
this however is seldom the case and empirical evidence 
supporting these distances is typically lacking and/or varies 
greatly. In order to address the uncertainty inherent in relating 
landscape impacts with discrete proximity distances, a 
spatially-explicit fuzzy logic methodology was applied to link 
impacts related to proximity. This proved to be a valuable 
advancement in circumventing some of the uncertainty 
associated with scoring landscape impacts based on little-
known or unknown intermediate distance intervals.

The fuzzy logic approach allowed for potential landscape 
impacts to be calibrated along a continuous gradient which 
diminished with distance as opposed to distinctly defined 
intermediate distances. Such approaches have been utilized 
in expert knowledge-based assessments of agricultural 
practices (Sattler et al. 2012), risk mapping (Medina et al. 
2012), habitat and species distribution modeling (Mouton 
et al. 2008, Mouton et al. 2009, Fukuda 2009, Amici et al. 
2010), and in wildlife dispersion modeling (Pelorosso et al. 
2008). 

LANDSCAPE INTEGRITY
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Fuzzy logic methodologies may prove useful in the 
inclusion of expert knowledge, and therefore, uncertain or 
undocumented knowledge in the modeling process (Sattler 
et al. 2012). Such knowledge can then be integrated as a 
supplement, or in place of, explicit knowledge derived from 
the literature. Further, such methodological amendments 
may help to better integrate all forms of available knowledge, 
ranging from implicit to explicit and quantitative to qualitative, 
within the modeling process (Sattler et al. 2012). Similarly, 
Fukuda (2009) points out that such an approach also 
enables qualitative information to be integrated as part of 
a quantitative evaluation in ecological applications. Fuzzy 
logic also addresses the relevant uncertainty and gradients 
inherent in many ecological variables while enabling non-
linear relationships to be expressed (Mouton et al. 2009). 
Finally, it is believed that fuzzy logic methodologies hold 
promise in reducing error propagation and information 
loss, while maintaining or increasing a model’s robustness 
(Pelorosso et al. 2008).

Fuzzy logic is a science-based approach to modeling 
inaccuracy or uncertainty in data. Consider the following 
example: Boolean or discrete variable approaches would 
require that landscape impact scores be assigned at 
predefined or known intervals throughout the landscape. 
In such cases, the modeler would be forced to assign, for 
example, an impact score of 5 to portions of the landscape 
within 200 meters of an active mine site, scores of 4 
between 200-400m, 3 to 400-600m, and so on to some 
maximum (figure 1, top). These impact scores, along with 
their corresponding distances however, may not be known 
and thus carry with them the potential for error propagation 
by implying perfect knowledge if they are included in the 

model. Further, this uncertainty may also lead analysts to 
remove such data factors from the analysis entirely because 
the uncertainty or potential error propagation may be 
thought to exceed acceptable levels.

In contrast, a fuzzy logic approach circumvents such 
discrete parameterization by applying a continuum of logical 
values. This is accomplished by replacing the classical truth-
values, such as those above, with degrees of truth which 
range between 1.0 and 0.0 as part of a fuzzy membership 
class (Pelorosso et al. 2008). As a result, the factors thought 
to impact the modeled analysis (landscape integrity in this 
case) are considered as continuous gradients through which 
both linear and non-linear functions can be parameterized 
to describe the relationships between the factors and 
modeled analysis (Pelorosso et al. 2008). Figure 1 illustrates 
an example of how Boolean/discrete variable and fuzzy 
logic approaches differ in impact parameterization.
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 In this application, fuzzy membership scores of 0 represent 
portions of the landscape where negative impacts are 
unlikely. Scores that reach or approach 1 are representative of 
areas where negative impacts are most likely. This translates 
into a logical and generalizable assumption that can then be 
applied to model parameterization - that landscape impacts 
are more likely, and estimated to be higher, the nearer the 
area to the feature being modeled. Consider the above 
example once more: fuzzy membership values of 1 are 
assigned to portions of the landscape nearest a factor being 
modeled, such as for active mine sites. Fuzzy membership 
scores diminish across the continuum of potential values to 
a minimum score of 0 at the maximum distance. These fuzzy 
membership values are then normalized to their respective 
landscape impact scores along a floating point continuum 
which encompasses all scores between 5.0 and 0.0 (figure 
2). This allows for fuzzy membership values to be translated 
and reflected as landscape impact scores

Once fuzzy membership values were assigned, the equation

LIi= ((LIIi-LIImin)×5) 
	    (LIImax-LIImin)

was utilized throughout the modeling process to normalize 
internal impact scores for each factor. LIi represents the total 
landscape impact score for each factor, while LII represents 
landscape impact scores internal to the factor sub-model.  
This ensured consistency across all data factors and 
resulted in a landscape impact score range of 5.0-0.0. Once 
each model component was normalized, internal weights 
were then applied as necessary. This allowed the relative 
influence of the proximity and density impact scores within 
each factor to be adjusted. The resulting products were 
again normalized to maintain consistency across all factors. 
Once completed, each factor could then be weighted 
independently in order to adjust the influence of each factor 
in the final impact model.
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1.4 Factor Selection:

Factors were initially selected to provide a comprehensive 
assessment of both built and natural systems throughout 
the state. Factor selection was further refined based on 
data availability, statewide data coverage, data reliability, 
and efforts to sync data temporally. Several factors were 
included early in the modeling process but were ultimately 
removed. These included dams, border infrastructure, 
grazing, invasive species, urban canopy coverage, and 
wildland fires. These factors were omitted from the final 
model due to data constraints, lack of reliable statewide 
data coverage, uncertainties associated with the existing 
data, complexities of adequately capturing the landscape 
processes involved, lack of consensus regarding their 
resulting landscape impacts, and difficulties in addressing 
differences between both implicit and explicit assumptions 
related to model parameterization. It is worth pointing out 
however, that in the case of dams and border infrastructure, 
impacts may be captured by other model factors such as 
utility lines, roads, and impervious surfaces.

Spatial data representing each factor was obtained from a 
combination of authoritative sources but had varying levels 
of accuracy, attribution, and temporal variability. In all cases, 

efforts were made to obtain the most recent and widely 
applicable dataset which encompassed the statewide 
extent of this analysis given the constraints of the project 
timeline. All data sources are provided in the discussion 
sections of each factor and are summarized in Appendix 1 
(Table 1: Data Summary and Sources).

The following sections provide a brief overview of the factors 
which were included in the landscape integrity model. The 
overview of each factor is intended to speak generally about 
how each factor may impact landscape integrity. Each factor 
overview is then followed by a detailed description which 
outlines the specifics of how each factor was parameterized 
within the model. Model parameterization involved applying 
maximum impact distances which ranged from 0 to 3km, 
analyzing factor densities within a 1km neighborhood where 
applicable, and normalizing landscape impact scores which 
ranged from 5.0 (highest impact) to 0.0 (lowest impact). 
Scores were applied to both the distance and density 
components of the model. A summary table which illustrates 
the model factors analyzed including their proximity 
distances, landscape impact scores, and model weights is 
provided in Appendix 1 (Table 2: Factor Parameterization 
Summary).

LANDSCAPE INTEGRITY
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1.4.1 Airports:

Landscape impacts from airports and their resulting air traffic are likely to vary greatly in both 
scope and scale. Most studies which evaluate the environmental impacts of airports tend 
to focus on air and noise pollution and to lesser extents on soil and groundwater pollution. 
Areas most at risk for contamination within airports are places where materials such as fuel 
and waste are stored (Nunes et al. 2011). Additionally, aircraft engine emissions have been 
documented to have an extensive impact on vegetation and ecosystems (Lu and Morrell 
2006). Exhaust pollutants are the highest during take-off, ascent, descent, and landing. 
Given that emissions are greatest when the aircraft is nearest the airport, impacts are 
expected to be the greatest on the natural habitats surrounding them (Lu and Morrell 2006). 
Additionally, landscape impacts are also expected from associated support infrastructure 
such as fencing, roads, structures etc.

The team acknowledges data limitations in 
attempting to parameterize the landscape 
impacts of airports when represented as 
point data. As such, the area of impact 
associated with large airports may be 
underrepresented by this model while 
the impacts from smaller airports may 
be overestimated. Regarding potential 
underrepresentation however, other model 
factors such as roads, impervious surface, 
and land use capture many of the related 
infrastructural components associated with 
airports mitigating these concerns. 

Airport data were obtained as TIGER® 
points from the United States Census 
Bureau (USCB). The data were joined 
with flight volume data supplied by the 
Arizona Department of Transportation 
(ADOT). Airports were categorized into 
three classes of varying intensity of use 

which were determined by flight volume. 
The three classes consisted of airports with 
volume greater than 25,000 taxis annually, 
less than 25,000 annual taxis, and airports 
with no available flight volume data. Fuzzy 
membership was applied to each airport 
and parameterized to reflect the greatest 
impact at each point location (impact score 
= 5.0). Fuzzy membership was then set 
to decay with distance to a maximum of 
1km for airports of large volume, 0.5km for 
low volume and 200m for airports with no 
reported volume (impact score = 0.0). Kernel 
density was also analyzed for all airports 
using the standard 1km neighborhood size. 
Landscape impact scores associated with 
both distance and kernel density were then 
normalized, summed, and again normalized 
to a 5.0-0.0 scale for inclusion in the final 
model. 

*DATA SOURCE: ADOT (2005)

Model:
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1.4.2 Camping/RV/Recreation:

Camping and recreation may represent threats to natural habitats in wilderness areas, national 
parks, and other natural areas. In wilderness areas, where campers and recreationalists 
are allowed to travel and camp at will, the impacts can be locally severe and widespread 
(Cole and Monz 2003). Campsites may have negative impacts on vegetation, trees, wildlife, 
and soils. In such instances, vegetation can become trampled and even eliminated from 
the campsite grounds. Additionally, soils can become compacted, eroded, and biologically 
and/or chemically altered (Leung and Marion 1999). Impacts from campgrounds tend to 
increase with use intensity and are thus expected to be more extensive at more popular 
destination zones (Marion and Cole 1996). As use intensity varies greatly among Camping/
RV/Recreation areas, landscape impacts are also expected to vary as a result. Others have 
integrated, or noted the potential for integrating, impacts from recreational activities in the 
development of human footprint and naturalness indices (Woolmer et al. 2008, Theobald 
2010).

*DATA SOURCE: AGFD DIGITIZED (2008)

Model:
1
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LI SCORE

INTERNAL WEIGHT

FACTOR WEIGHT

(METERS)
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Camping/RV/Recreation

3–0

Camping/RV/Recreation

1

Camping/RV/Recreation

The impacts from Camping/RV/recreational 
areas are particularly applicable in Arizona 
because large portions of the landscape are 
intensely utilized by out-of-state recreational 
vehicles during the winter months. Efforts 
were undertaken to capture the expanses 
and impacts of these areas. AGFD staff 
digitized large, known and heavily utilized 
portions of the landscape where such 
activities were observed to occur via 
orthoimage interpretation. The footprints 
of these areas were given an intermediate 
landscape impact score of 3 to account for 
the temporal/seasonal fluctuations in use 
and impact intensity. Fuzzy membership 
was applied to the perimeter of these areas 
and parameterized to reflect the greatest 

impact at the boundary (impact score = 
3.0). Applying the intermediate impact score 
reduced the overall influence of this factor 
in the final model. This was due in part to 
the potential subjectivity associated with the 
digitization of these areas and to address 
the seasonal fluctuations in use mentioned 
previously. Fuzzy membership was then 
set to decay as distance increased to a 
maximum of 1km (impact score = 0.0). The 
1 km distance was adopted by Woolmer et 
al. (2008) as the zone of impact adjacent to 
features utilized for recreational purposes. 
All scores were then normalized to a scale 
of 3.0-0.0 for inclusion in the final model. 

(5.0–1.0)
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1.4.3 Canals/CAP:

Like other linear infrastructure features, canals can greatly impact local landscapes by 
contributing to landscape fragmentation, altering surface water flow regimes, and may pose 
substantial barriers to wildlife movement. Canals are prevalent features within agricultural 
landscapes throughout Arizona. The Central Arizona Project (CAP) canal also traverses 
the state to the south bisecting both urban and largely natural landscapes to supply water 
to numerous agricultural and urban areas. Landscape conditions adjacent to canals vary 
depending on the presence of fencing, pump stations, siphons, width, and flow rates of 
the canal and surrounding land uses. The CAP canal for example, contains numerous long 
sections that are not only fenced, but have been designed with steep embankments and 
fast-moving currents which have been documented to restrict wildlife movement and pose a 
mortality risk for wildlife attempting to cross the canal (Tull and Krausman 2001).

Spatial data were obtained through the 
USCB as TIGER/Lines® and from the CAP. 
The datasets were merged to produce 
a comprehensive master dataset which 
included both smaller agricultural canals 
and the CAP canal. Due to the extreme 
differences between canal types, canals 
were classified into two categories which 
consisted of the CAP canal and all others. 
Fuzzy membership was applied to both the 
CAP canal and all others. The model was 
parameterized to reflect the greatest impact 
at the canal itself (impact score = 5.0). 
Impacts were then set to decay as distance 
increased to a maximum of 1km for the 

CAP canal and 0.5km for all other canals 
(impact score = 0.0). Kernel Density was 
calculated for the master canals dataset 
and normalized with the distance impact 
scores to 5.0-0.0 scale. A weighted sum 
of the CAP canal distance impact scores, 
all other canal distance impact scores, and 
the kernel density for all canals was then 
performed. An internal weight of 2 was 
applied to the CAP canal distance impact 
scores as to reflect larger landscape impact 
from the CAP canal over smaller agricultural 
canals. The resulting product was then 
normalized to a 5.0-0.0 scale for inclusion in 
the final model. 

*DATA SOURCE: CENSUS TIGER/LINE® (2011),  
CENTRAL ARIZONA PROJECT (2010) 

Model:
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1.4.3 Housing Density:

Housing density is a measure of anthropogenic land cover modification (Theobald 2010). 
Housing and its associated infrastructure represent a transformation from natural to human-
modified landscapes and is a direct form of habitat loss (Trombulak et al. 2010). Because 
of the strong adverse effect on habitats and species that can be associated with housing 
density, it is oftentimes used as one of the first measures to indicate the intensity of human 
induced impacts on the natural landscape (Parks and Harcourt 2002). Housing density can 
be use used to provide missing information pertaining to private land use not found from 
typical land cover-based analyses. It can also be used to run preliminary forecasts on the 
effects of land use change on current ecological conditions (Theobald 2010). Together with 
population density and other factors, housing density can be used to provide an assessment 
of development intensity. 

Housing density spatial data were obtained 
from the USCB at the census block level. 
Housing density was calculated for each 
block, converted to a raster surface, 
and classified into 6 classes utilizing a ½ 
standard deviation classification method. 
This classification method was selected 
because it yielded the desired degree 
of heterogeneity amongst the classified 
blocks. The highest landscape impact score 
of 5.0 was assigned to census blocks with 
the highest housing densities (>356 units/
km2). A landscape impact score of 4.0 was 
assigned to blocks classified between 356-
291, 3.0 for blocks between 291-226, 2.0 
for blocks between 226-162, and 1.0 for 
blocks between 162-97. A score of 0.0 was 
assigned to blocks with the lowest housing 
density (<97 units/km2). Applying these 
landscape impact scores allowed for direct 
inclusion in the final model. 

Note: 

Scores of 0 were assigned to housing 
densities of <97 because of the spatial 
uncertainty associated with the distribution 
of the housing units within large blocks. 
For example, in a large, sparsely populated 
block, housing may be clustered, 

distributed throughout, or both. If clustered 
in a small portion of the block, most of the 
block would exhibit low to no impacts. If 
distributed throughout, impacts would be 
expected to be potentially less intense but 
persistent throughout the entire block. This 
uncertainty was addressed, in part, by using 
seemingly high density values to establish 
the lower class breaks. This ensured that 
the model did not overestimate impacts in 
large sparsely populated blocks where the 
distribution of the population was unknown.

The team acknowledges that this may 
under-represent landscape impacts in less 
densely populated areas and that density 
is a potentially poor measure for capturing 
sprawling, low density/large lot, forms of 
housing which may be present in rural areas 
or urban fringes. In these areas however, 
it is likely that other model factors capture 
the presence of these populations given 
their supporting infrastructure such as 
roads, impervious surface, land use, etc. 
Alternatively however, establishing class 
breaks in this way maintained the ability 
to calibrate and differentiate landscape 
impacts in more urbanized areas where 
housing densities were higher.

*DATA SOURCES: CENSUS TIGER/LINE® /  
AMERICAN FACTFINDER (2011)

Model:
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1.4.4 Impaired Waters:

In arid Arizona, despite the artificial nature of lakes and highly modified streams throughout 
the state, bodies of inland freshwater provide valuable ecosystem services and important 
habitat for terrestrial and non-terrestrial species alike. They are also important for economic, 
cultural, aesthetic, scientific, and educational opportunities. Rivers, washes, streams, 
wetlands, lakes, and reservoirs often become the “receivers” of land-use effluents delivered 
indirectly by drainage networks or directly by surrounding development (Dudgeon et al. 
2006). Additionally, bodies of freshwater can become impaired as a result of pollutants from 
point sources, non-point sources, diffuse sources, and atmospheric deposition. Pollutants 
associated with these sources can be toxic to aquatic ecosystems and surrounding lands. 
In many cases however, pollutants are delivered in such low concentrations that their effects 
exist but may not be immediately apparent (Soldan 2003).

EPA designated impaired waters spatial data 
were obtained from the Arizona Department 
of Environmental Quality (ADEQ) via the 
University of Arizona Institutional Repository 
(UAiR). Waters which were classified as being 
impaired by dichlorodiphenyltrichloroethane 
(DDT), chlordane, toxaphene, and/or 
mercury were selected for inclusion in the 
model. Through consultation with AGFD 
aquatic habitat specialists, other impairments 
such as low dissolved oxygen, high/low 
pH, and turbidity were not considered to 
have significant impacts on the surrounding 

terrestrial landscape and therefore were 
not included. The footprints of the selected 
water bodies were classified as having the 
maximum landscape impact score of 5.0. 
Fuzzy membership was then applied to 
these water bodies and was parameterized 
to reflect the greatest landscape impact 
score at the shoreline (impact score = 
5.0). Impacts were then set to decay to a 
maximum distance of 0.5km (impact score 
= 0.0). Having applied the 5.0-0.0 scale 
range, the factor was then included in the 
final model. 

*DATA SOURCE: ADEQ (2006, 2008)
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1.4.5 Impervious Surface:

Impervious surfaces can prevent the infiltration of water into the soil and may have a 
negative impact on ecosystem services, natural hydrologic cycles, and aquatic ecosystems. 
Represented by a wide array of infrastructural systems such as roads, rooftops, sidewalks 
and pavements of all types, impervious surfaces are an effective proxy for development 
intensity. Measuring impervious surface area is seen as an important environmental indicator 
given the effects that anthropogenic practices have on water quality and aquatic habitats 
(Sutton et al. 2009). 

While primarily associated with urbanization or the urban built environment, the impacts 
from impervious surfaces on habitat quality and ecosystem services can extend well beyond 
the urban extent. Stormwater runoff carried by impervious surfaces to water bodies has 
the potential to increase sediment and nutrient loads and can have impacts on surface 
waters far downstream from the built environment (Wade et al. 2009). Though not generating 
pollutants directly, impervious surfaces may serve as conduits for: 1) hydrologic changes 
that degrade waterways, 2) intensive land uses that have the potential to generate pollution, 
3) the prevention of soils from performing natural pollutant removal before water percolation, 
and 4) the transport of pollutants into waterways (Arnold et al. 1996). Additionally, riparian 
habitats may be lost through increased erosion and siltation that can result from increased 
volumes of water delivered by impervious stormwater management systems. Given these 
effects, measures of impervious surface can serve as an important indicator of landscape 
transformation and as a proxy for potential landscape impacts.

Impervious surface spatial data were 
obtained from the United States Geological 
Survey (USGS) via the Seamless Data 
Server. Raw data reflected values ranging 
from 0-100 percent impervious surface 
coverage for each 30m raster cell. A quantile 
classification method was utilized to create 6 
classes reflecting varying levels of impervious 
surface coverage. Break values consisted of 
>41% for the most intense class followed 
by, 41-18%, 18-7%, 7-2%, 2-1% and 0% 

coverage as the least intense. These break 
values provided adequate classification of 
impervious surfaces throughout the state 
given variations in road widths, canopy 
coverage, and the reflectance of various 
surfaces.  Landscape impact scores of 5.0, 
4.0, 3.0, 2.0, 1.0, and 0.0 were applied 
respectively. Applying these landscape 
impact scores allowed for direct inclusion in 
the final model.

Model:

*DATA SOURCES: USGS (2006)
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1.4.6 Landcover:

Human induced land conversions of natural habitats to other land use types have had a 
significant impact on most terrestrial ecosystems (Etter et al. 2011). Saunders et al. (2002) 
note that within a landscape, human activities often result in a conversion of land from 
its natural state, the loss of a variety of land cover types, and the fragmentation of the 
remaining land cover into more isolated elements. Human activities that have an impact 
on, or produce a change in, natural landscapes include: urban development, agriculture, 
grazing, natural resource extraction, and mineral extraction (Etter et al. 2011, Theobald et 
al. 2012). These impacts and changes are usually captured in land cover data (Theobald et 
al. 2012). According to Trombulak et al. (2010) anthropogenic land cover transformation can 
contribute to increases in soil erosion and the degradation of freshwater ecosystems while 
also changing regional and global climates, ecosystem structures and functions, and global 
carbon and nutrient cycles. Landcover data can be used to identify varying land uses and 
development intensity, allowing landscape impacts to be inferred.

Landcover spatial data were obtained from 
the USGS via the Seamless Data Server as 
the National Land Cover Dataset (NLCD). 
NLCD classes were reclassified based on 
the relative naturalness or intensity of the 
land use associated with each land cover 
type. Land cover classes of “developed, 
high intensity” were assigned the maximum 
landscape impact score of 5.0, followed 
by “developed, medium intensity” and 
“cultivated crops” receiving a score of 4.0, 

“developed, low intensity” and “pasture/
hay” were scored 3.0, and “developed open 
space was scored 2.0. Scores of 0.0 were 
applied to all other natural land cover types. 
Applying these landscape impact scores 
allowed for direct inclusion in the final model. 

Model:

*DATA SOURCES: USGS ReGAP (2007)
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1.4.7 Landfills:

Landfills can act as point source polluters with potentially far-reaching negative environmental 
effects. Landfills also have the potential to release toxic leachates from the refuse itself or 
through various processes of microbial decomposition (Lisk 1991). Any leachate that is not 
captured by on-site collection systems or not attenuated by natural processes such as 
adsorption, ion exchange, and dilution can potentially drift into the surrounding landscapes 
and infiltrate into both surface and subterranean water supplies (Lisk 1991). Additionally, 
possible negative effects from landfills may include direct habitat loss, increased heavy 
vehicle traffic, dispersal of particulate matter, odors, and alterations to both surface and 

The team acknowledges that applying 
a universal impact zone for all landfills is 
particularly difficult given the wide range 
and varied impact of the materials being 
disposed of, differences of the onsite man-
agement practices being employed, and the 
potential variability in on-site factors such as 
soils, geologic formations, and surface and 
subsurface hydrology. Additionally, the team 
acknowledges that due to data limitations, 
namely the lack of landfill footprint data and 
attribution indicating size and use, the land-
scape impacts of large regional landfills may 
be underrepresented while smaller sites 
may be overestimated by this model. 

Landfill spatial data were obtained from the 
ADEQ as point data. Fuzzy membership was 
applied to each landfill point and parameter-
ized to reflect the greatest landscape impact 
at each point (impact score = 5.0). Impacts 
were then set to decay until a maximum 
distance of 1km was reached (impact score 
= 0.0). Kernel Density was also calculated 
across all landfills. Impact scores for both 
distance and density were then normalized, 
summed, and again normalized to the 5.0-
0.0 scale for inclusion in the final model. 

*DATA SOURCE: ADEQ (2003)
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1.4.8 Military:

The physical effects of habitat disturbances due to military activity may vary based on 
geographic location and species-specific habitat requirements (Krausman et al. 2005). 
Responses to military activities by wildlife are difficult to quantify as they may vary widely 
by species, type of military activity, and the spatial and temporal heterogeneity of those 
activities. Specific landscape impacts from military activities, such as from the use of rockets 
and dummy bombs for example, may result in greater metallic and energetic material 
contamination of soils; concentrations of both materials have been documented to exceed 
background levels on military lands (Bordeleau et al. 2008). Additional impacts may be 
caused from the presence of pollutants and chemicals, light and noise, soil compaction, 
and support infrastructure such as impervious surfaces, barriers, and fencing among others. 

The team acknowledges that all military 
lands are not to be considered as posing 
negative landscape impacts. In Arizona, 
the Department of Defense is considered 
to be an important conservation partner by 
the AGFD and portions of military lands are 
recognized as highly valuable for a number 
of species and as refugia for others. 

As military activities have widely varying 
impacts on local landscapes, it is critical that 
attempts be made to parameterize such 
variations as to not grossly overestimate or 
underestimate landscape impacts which 
may occur if only the boundaries of such 
instillations were utilized. Within Arizona for 
example, extremely disturbed and intensely-
used portions of military installations are 
common. The flipside of this however is also 
true, whereas there are numerous examples 
of military lands which are largely unaffected 
by military operations.

In an effort to address this variability, 
members of the AGFD staff digitized military 
areas where landscape disturbance was 
determined to be ongoing and observable 
from aerial imagery. Such impacts were 
observed as cleared areas, buildings and 
structures, and areas with visibly high 
concentrations of vehicle tracks and other 
disturbances. Given limitations however, 
the team acknowledges that historic 
disturbances may not be captured in this 
analysis. Additionally locations that were 
observed to be adequately captured and 
categorized as “developed” by the NLCD 
dataset as part of the landcover factor were 
not included here a second time. 

The footprints of these disturbed areas 
were categorized as having the highest 
landscape impacts. Fuzzy membership 
was then applied to the perimeter of each 
disturbed area and parameterized to reflect 
the greatest impact at the boundary (impact 
score = 5). Impacts were then set to diminish 
as distance increased to a maximum 
distance of 1km (impact score = 0). Having 
applied the 5-0 scale, the factor was then 
included in the final model. 

*DATA SOURCE: AGFD DIGITIZED (2008)
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1.4.10 Mines:

Though mining activities affect relatively small portions of the landscape as a whole, they 
can have numerous impacts on the local environments in which they are located. Tailings 
and the erosion of waste rock deposits associated with mines have been documented to 
release metals, processing chemicals, and other pollutants into adjacent habitats. Such 
contaminants can become more widely dispersed in aquatic ecosystems when carried by 
leachates that come in to contact with water bodies (Salomons 1995). 

While the physical footprint of mining activities can vary greatly depending on the methods 
being utilized and the materials being extracted, surface mines tend to impact a larger area 
on the landscapes surface than sub-surficial mines. Further, surface mining tends to result 
in negative changes to the landscapes surface which can persist for long periods of time 
even after production ceases, causing diminished ecological function of such areas and 
their surrounding landscapes (Krausman et al. 2005). Mines have also been documented to 
impose significant alterations to groundwater flow regimes (Cragg et al. 1995). Additionally, 
mining activities tend to be associated with the development of support infrastructure such 
as roads, railroads, housing, and power plants (Cragg et al. 1995). 

The impacts of mines have been incorporated 
into similar models by Comer and Hak 
(2012), Woolmer et al. (2008), Copeland 
(2007) Morgan (2003), and WWF Canada 
(2003). Impact zones ranged from 500m to 
20km. Variations of annual rainfall, surface 
and sub-surficial hydrology, and underlying 
geologic formations are all factors which will 
drastically influence the impacts of mining 
on the adjacent landscape. Given Arizona’s 
arid climate and more consolidated geologic 
conditions, the team determined that the 
impacts of mining may be overestimated if 
large impact zones such as some of those 
from above were applied. Additionally, the 
team acknowledges that applying a universal 
impact zone for mining operations is a 
potential oversimplification given the varying 
conditions explained above, each of which 
will have varying influence on landscape 
impacts. Further, the team acknowledges 
limitations in the specificity of the dataset 
incorporated in the model in that a proportion 
of data-points may represent bore-holes 

which may be only a few inches in diameter; 
such occurrences would be expected to 
have markedly smaller zones of impact. 
Taken together, the team determined that a 
more measured impact zone be applied to 
this factor in an attempt to mitigate these 
concerns. The team acknowledges that the 
impact zones associated with this factor may 
under or over represent landscape impacts 
of an individual mine and recommends that 
additional evaluation be undertaken as new 
information becomes available.

Mine locations were represented as point 
data obtained from the Bureau of Mines. 
Mines were categorized by their type and 
production status in order to calibrate their 
relative landscape impact. Mines which 
were categorized as “producers” and of 
the type “leach”, “proc plant”, “surface-
underground”, or “surface” were considered 
to have the greatest impact. Non-active 
mines with past function types which included 
“leach”, “mineral loc”, “placer”, “proc 
plant”, “prospect”, “surface-underground”, 

*DATA SOURCE: US BUREAU OF MINES (2012)
OPEN PIT: SW ReGAP (2007) 
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“surface”, “underground”, “underwater”, “well”, or 
“unknown” were considered to have less impact on the 
surrounding landscape than active mines. 

Fuzzy membership was applied to both of the mine categories 
and parameterized to reflect the greatest impact at the mine 
datapoint (impact score = 5.0). Impacts were then set to 
decay as distance increased to a predetermined maximum 
distance (impact score = 0.0). A maximum distance of 1km 
was applied to the mines in the greatest impact category 
while a smaller zone of influence (0.5km) was applied to the 
smaller impact category. Kernel density was then calculated 
for all mines. Scores from the two distance classes and 
density analysis were then normalized, summed utilizing 
equal weighting and the resulting product was normalized 
to the 5.0-0 scale for inclusion in the final model. 

Utilizing point data to represent large open pit mines, 
which are present throughout Arizona, may significantly 
underrepresent their physical footprints. For this reason, 
Southwest Regional Gap Analysis Project (SW ReGAP) 
landcover data was utilized to further identify open pit 
mines. Cells classified as open pit mines were extracted 
and reclassified to the maximum impact score of 5.0. Fuzzy 
membership was then applied to reflect that greatest impact 
at the mine site (impact score = 5.0). Impacts were then 
set to decay as distance increased to a maximum distance 
of 1km (impact score = 0.0). Open pit mines and their 
resulting zones of impact were treated as a stand-alone 
factor separate from all other mines. This allowed the team 
to weight the impacts of open pit mines more heavily than 
other mining operations in the final model. 
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1.4.11 Oil/Gas Extraction: 

Oil and natural gas extraction sites can act as point sources of pollution during all stages of 
their lifecycle (exploration through decommissioning). Additionally, the risk of potential spills 
or leakage from the site is constant even when appropriately managed (EPA 2008). While 
less common in Arizona, operations associated with certain types of energy extraction, such 
as hydraulic fracturing, have the potential for higher levels of landscape impact due to the 
intensity of operations and the use of large volumes of water withdrawal and injection (EPA 
2008). Landscape impacts will vary greatly with the size, type, and geographic location of 
operations. Further, there may be additional variations in local disturbances from noise and 
vehicular traffic based on the daily operations associated with each site. 

Landscape impacts from oil and gas 
extraction have been discussed as 
generalizable expressions of pollutant 
dispersal and in terms of impacts on 
specific taxa (Jensen 1991, Bock and 
Lindzey 1999, Morgan 2003, WWF Canada 
2003, Copeland et al. 2007, Leu et al. 2008, 
Lusk and Kraft 2010, Theobald et al. 2012). 
Documented effects are highly variable with 
impact distances ranging from 300 feet to 
50km. While the team acknowledges that 
zones of impact may be variable given the 
differences in landscape characteristics 
associated with each site, the impacts of 
oil and gas extraction are not trivial and are 
thus included in the model. 

Oil and natural gas spatial data were 
obtained from the USGS. Each data point 
represented an extraction site. Fuzzy 
membership was applied and parameterized 
to reflect the greatest landscape impact 
at each data point (impact score = 5.0). 
Impacts were set to diminish with distance 
to a maximum of 0.5km (impact score = 
0.0). Both the distance and kernel density 
impact scores were normalized to a 5.0-0.0 
scale, summed, and again normalized for 
inclusion in the final model. 

*DATA SOURCE: USGS (2004)
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1.4.12 Pipelines:

Landscape impacts from pipelines can include landscape fragmentation, barrier effects, 
introduction or access for invasive non-native species, disruption of sensitive and natural 
habitats, and impacts to threatened and endangered species (Nathanson 2000). Landscape 
impacts from pipelines are expected to vary greatly based on the width of the utility 
easement, the above- or below-grade nature of the pipeline itself, support access, methods 
of pumping conveyance, and fencing infrastructure. Even in instances where the pipeline 
may be constructed underground however, landscape impacts resulting from the initial site 
disturbance and excavation may continue to persist.  

The team acknowledges a general deficiency 
in documentation which parameterizes the 
landscape impacts of pipelines beyond their 
physical footprints. Even so, the team believes 
that value is added to the model given the 
landscape disturbance experienced during 
construction, maintenance of the easement 
post-construction, and the added potential 
for negative edge effects and possible 
dispersion of invasive species into adjacent 
lands. The team acknowledges that the 
impacts from pipelines may exceed, or be 
smaller than, the impact distance modeled 
here. As the zones of influence may be 
uncertain, the team recommends that 
distances be adjusted as additional data 
becomes available. Attribution on fencing, 
pipeline diameter, height above ground and 
whether sections are buried or on the surface 
would be particularly useful in differentiating 
landscape impacts; no such attribution was 
available at the time of this analysis. 

Spatial data for pipelines were obtained 
through both the USCB as TIGER/Line® 
data and from the National Pipeline Mapping 
System (NPMS). The data products were 
merged into a master pipelines dataset. 
Fuzzy membership was applied to all 
pipelines and parameterized to reflect the 
greatest landscape impact at the line itself 
(impact score = 5.0). Impacts were then set 
to decay until a maximum distance of 0.5km 
was reached (impact score = 0.0). Kernel 
Density was also calculated for all pipelines. 
Both the landscape impact scores from the 
proximity and kernel density analysis were 
normalized, summed, and again normalized 
to a 5.0-0.0 scale for inclusion in the final 
model. 

*DATA SOURCE: CENSUS TIGER/LINE® (2011), 
NPMS (2012)
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1.4.13 Point Source Pollution:

Industrial and commercial facilities which produce or discharge point source pollutants to the 
air, water, and land can have adverse effects on the environment and surrounding landscapes. 
Though ecological functions of the natural environment are capable of assimilating some 
wastes from human and industrial activities, accumulation of pollutants associated with point 
source polluters can exceed the assimilative capacity of the environment (Kebede et al. 2002). 
Point source pollution can alter the composition and function of natural plant communities, 
can lead to the extinction of both aquatic vertebrates and invertebrates, and can cause 
changes in species composition (Forester and Machlis 1996). Given these impacts, it is 
assumed that the landscapes surrounding such sites may be adversely affected not only by 
the byproducts of their operations, but by the additional infrastructure and more intensely 

Point source pollution generators vary greatly 
in size and level of impacts. Given data 
availability however, the team acknowledges 
limitations in not being able to differentiate 
between large and small generators. As 
such, all point source generators are 
modeled using the same zone of impact. 
The team acknowledges that this may over-
represent the impacts of small producers 
which may have only local zones of influence 
and under-represent the impacts of larger 
facilities such as power plants. In cases of 
possible under-representation however, the 
impacts of these facilities may be captured 
by other modeled factors such as impervious 
surface, land cover, transmission lines, and 
others. The team underscores the additional 
value added to the model however as 
point sources are typically associated with 
commercial and/or industrial land uses, 
greater land use intensity, and the propensity 
for greater landscape impacts given the 
regulated pollutants that they generate. 
Pollutant generators of this type would not 
be explicitly incorporated in the model if this 
factor were excluded.

Point data which represented Resource 
Conservation and Recovery Act (RCRA) 
monitored point source pollution generators 
were obtained from the EPA via the UAiR. 
Fuzzy membership was applied to each 
generator and parameterized to reflect the 
greatest impact at the pollution generator 
datapoint (impact score = 5.0) Impacts were 
set to decay as distance increased to a 
maximum distance of 0.5km (impact score 
= 0.0). Kernel density was then calculated 
for all points. The distance and kernel 
density scores were then summed, and the 
resulting product was normalized to a 5.0-
0.0 scale for inclusion in the final model. 

*DATA SOURCE: EPA (2012)
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1.4.14 Population Density:

Human population density is a geographic proxy from which human influence on natural 
environments can be gauged (Sanderson et al. 2002). Species and ecosystem declines 
are frequently correlated with a general increase in human habitation. Higher population 
densities represent a higher anthropogenic influence on natural habitats and typically results 
in additional demand on the lands resources (Cincotta and Engleman 2000). 

In the western United States, as human population density expands into rural and exurban 
areas, it fundamentally changes natural habitats and ecosystems (Leu et al. 2008). Intensive 
land use results as roads, power lines, and other habitat altering anthropogenic infrastructure 
are built in order to support human populations (Leu et al. 2008). Population centers also have 
landscape impacts beyond their physical footprints. Such impacts include the introduction 
of recreational activities such as hiking and off-highway vehicle use in nearby areas, the 
introduction of invasive plant and animal species, and even increased predation by domestic 
dogs and cats in adjacent landscapes (Leu et al. 2008).

Human population spatial data were 
obtained through the USCB at the census 
block level. Population density was 
calculated for each block, converted to 
a raster surface, and then classified into 
6 classes utilizing a ½ standard deviation 
method. This classification method was 
selected because it yielded the desired 
degree of variability amongst classified 
blocks throughout the state. Additionally, 
this classification method ensured that large 
sparsely populated blocks in rural portions 
of the state were not overrepresented in 
the model. The highest landscape impact 
score of 5.0 was assigned to the most 
densely populated blocks (>612 people/
km2). Impact scores of 4.0 were assigned 
to blocks between 612-501, 3.0 for blocks 
between 501-390, 2.0 for blocks between 
390-278, and 1.0 for blocks between 278-
167. A landscape impact score of 0.0 was 
assigned to the least densely population 
blocks (<167 people/km2). Applying these 
landscape impact scores allowed for direct 
inclusion in the final model. 

Note:

As Theobald (2003) points out, urban 
densities are typically associated with areas 
which exceed 386 people/km2. While the 
above classification scheme is consistent 
with this characterization, the team 
acknowledges that assigning the minimum 
score to areas with 167 or fewer people may 
appear to be high. This was done because 
of the spatial uncertainty associated with 
the distribution of populations within large 
blocks. In a large, sparsely populated 
census block for example, it is likely that 
the population may be clustered leaving 
most of the block with no impact. The team 
acknowledges that calibrating the model in 
this way is best suited for quantifying and 
differentiating landscape impacts within 
densely populated areas as opposed to large 
and sparsely populated blocks. While this 
provided greater differentiation of landscape 
impacts in more urbanized areas, it may 
underrepresent landscape impacts in areas 
with lower population densities. Impacts 
associated with populations in these areas 
however are likely captured by other model 
factors such as roads, impervious surface, 
and landcover.

*DATA SOURCES: CENSUS TIGER/LINE® /  
AMERICAN FACTFINDER (2011)
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1.4.15 Railroads:

As a prevalent component of manmade transportation systems, railroads span vast expanses 
across virtually every landscape. As with any infrastructural component, railroads can be 
considered to be a substantial obstacle to the movements of certain wildlife species and a 
contributor to habitat fragmentation. Railroads have been documented to block and restrict 
the movement of certain species and populations (Yanes et al. 1995). Barrier effects can be 
physical and/or behavioral and may vary by species. Effects such as these can be in reaction 
to the railroad tracks as well as the noise, light, and other pollution generated from the trains 
themselves (Rodriguez et al. 1997). Railroads have also been noted to be responsible for the 
direct mortality of wildlife as a result of collisions during attempted crossings (Sanderson et 
al 2002). Railroad data has been widely integrated into a broad variety of similar landscape 
analyses including connectivity assessments, landscape integrity inventories, and human 
footprint analyses (Sanderson et al. 2002, Dougherty and Byers 2008, Leu 2008, Woolmer 
et al. 2008, Theobald 2010, Theobald et al. 2011).

Railroads spatial data were obtained from 
the USCB as TIGER/Line® data. Landscape 
impacts were assumed to be the greatest 
at the rail bed itself and then decrease with 
distance (Sanderson et al. 2002, Dougherty 
and Byers 2008, Leu 2008, Woolmer et 
al. 2008, Theobald 2010, Theobald et al. 
2011). Further, landscape impacts were 
assumed to be greatest around active lines 
with increased intensity of use (Woolmer 
et al. 2008, Theobald 2010). As such, rail 
lines were first categorized based on their 
use status, which included the following 
categories: “abandoned”, “abandoned 
1950-1979”, “out of service”, and “in 
service”. These categories were used to 
determine which lines were actively in use. 
Active lines were further refined based 
on their intensity of use, which included 
the following categories: “siding”, “spur”, 
“mainline”, and “unclassified”. Mainlines 
were determined to have the highest 
use intensity while all other classes were 
categorized as being less intensely used. 
Landscape impact was assumed to be the 
greatest in areas adjacent to active, intensely 
used rail lines.  

Fuzzy membership was applied to each 
of the new classes and parameterized to 
reflect greatest impact at the rail bed (impact 
score = 5.0). Landscape impacts were then 
parameterized to diminish with distance to 
a maximum of 0.5 km (Leu et al. 2008) for 
active, intensely used lines and 0.25 km 
for all out of service and unclassified rail 
segments (impact score = 0.0). The fuzzy 
logic membership layers were summed 
across classes and the total values were 
normalized to a 5-0 scale. Kernel Density was 
also calculated for all railroads. A weighted 
sum of both the distance and density values 
was then performed. Whereas a weight of 
2 was assigned to the intensely-used and 
active mainlines while weights of 1 were 
applied to all other distance classes and 
kernel density scores. The resulting product 
was again normalized to a 5.0-0.0 scale for 
inclusion in the final model. *DATA SOURCES: ARIZONA DOT (2010)
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1.4.16 Renewable Energy:

Solar energy production, particularly in desert ecosystems, can cause negative environmental 
effects including an increased consumption of water for cooling purposes and the disruption 
of ground and surface water flow patterns. Large-scale systems may also cause the direct 
destruction of desert habitat for burrowing animals and desert wildlife alike (Abassi and 
Abassi 2000). Oftentimes, large installations are also fenced, creating an impenetrable 
barrier to most wildlife species. Additionally, wind farms have been documented to interfere 
with habitats, cause noise pollution, interfere with bird flight, reduce wind speeds causing 
stress to ecosystems, warm downwind lakes, and increase soil moisture (Abassi and Abassi 
2000). While the pollutant effects associated with renewable energy infrastructure tend to be 
less than non-renewable forms of energy production, such operations do have the potential 
to negatively impact landscapes. 

While impact distances are not explicitly 
discussed, Leung and Yang (2012) and 
Meyerhoff et al. (2010) report residential 
land use restrictions within 2km and 
750m respectively of wind facilities. These 
restrictions however appear to be linked to 
public safety concerns and not necessarily 
attributable to negative landscape impacts. 
Additionally, due to the relatively recent 
increase in production-scale renewable 
energy facilities in Arizona and elsewhere, 
the team acknowledges a general lack of 
information available on landscape impacts 
from such projects. The team acknowledges 
that more research is needed to better 
determine the impacts of both solar and 
wind development on Arizona’s landscape 
and wildlife populations. 

In calibrating impacts for this effort, the 
team relied on internal knowledge of both 
wind and solar facilities specific to the state. 
Wind facilities were determined to have less 
of an impact on the landscape than large 
solar facilities, which in Arizona, tend to 
result in the complete transformation of the 
landscape within their immediate footprints. 
The team acknowledges that support 
infrastructure for renewable energy facilities 

is likely captured by other model factors 
such as roads and transmission lines. This 
may aid in mitigating concerns of potentially 
underestimating landscape impacts from 
these sites.

Renewable energy data were obtained 
from the AGFD. The footprints of renewable 
energy projects involving geothermal, wind, 
and solar energy sites were categorized by 
their functional status. Only sites listed as 
“under construction” or “operational” were 
included in the model. Areas associated 
with solar sites were determined to have 
the largest impact and were assigned the 
maximum score of 5.0; wind sites were 
assigned a score of 1.0, while geothermal 
sites were not scored as there are currently 
no operational or sites under construction 
within the state. Fuzzy membership was 
applied to the perimeter of each renewable 
energy site and parameterized to reflect the 
greatest impact at the site boundary (impact 
score = 5.0 and 1.0 respectively). Landscape 
impact was set to decrease to a maximum 
distance of 1km for all sites (impact score = 
0.0). Scores were then normalized to a 5.0-
0.0 and a 1.0-0.0 scale for inclusion in the 
final model. 

*DATA SOURCE: AGFD DIGITIZED (2012)

Model:

1000

Solar

1–0

Solar

1

Solar

1

DISTANCE USED

LI SCORE

INTERNAL WEIGHT

FACTOR WEIGHT

(METERS)

1000

Wind

5–0

Wind

1

Wind

(5.0–1.0)



43LANDSCAPE FACTORS

AERIAL FACTOR

6 12

Kilometers

0

LANDSCAPE INTEGRITY

3029

High Impact Low Impact

RENEWABLE ENERGY DETAILED VIEW



44 LANDSCAPE FACTORS

1.4.17 Roads:

Perhaps the most pervasive of humankind’s infrastructure, roads are linear features that 
probe virtually the entire globe. By virtue of their characteristics, road networks have negative 
effects on natural habitats along their routes (Forman and Alexander 1998). Roads affect 
biodiversity through the elimination or alternation of natural habitat, alterations in drainage 
and stream dynamics, increased erosion, the introduction of edge effects, fragmentation of 
contiguous ecosystems, disruptions in species movements, and the facilitation of dispersing 
non-native species (Forman and Alexander 1998). Road avoidance and mortality are two 
additional negative impacts on wildlife (Forman and Alexander 1998, McRae et al. 2001, 
Ament et al. 2008). Density, level of use, and location on the landscape are all functions that 
determine the effects that roads have on the natural environment (McRae et al. 2001). An 
amplification of the negative effects of roads has been documented with an increase of road 
size, speed limits, and traffic volumes (Ament et al. 2008). 

Given their prevalence in landscapes and 
their relative ease of data acquisition, roads 
are among the most widely integrated 
components of landscape inventories, 
habitat and connectivity assessments, 
naturalness indices, and human footprint 
analyses (Merrill et al. 1999, McRae et al. 
2001, Sanderson et al. 2002, Machado 
2004, Carrol 2005, Dougherty and Byers 
2008, Leu et al. 2008, Woolmer et al. 2008, 
Carrol et al. 2011, Etter et al. 2011, Theobald 
et al. 2011).

While road data is very commonly used in 
landscape integrity and similar analyses, 
there was not a single authoritative data 
source depicting the footprints of all roads in 
Arizona. For this model, a total of 15 roads 
datasets were used. These datasets came 
from sources such as: the USCB as TIGER/
Line® data, the Bureau of Land Management 
(BLM), United States Forest Service (USFS), 
ADOT, AGFD as digitized military roads, and 
other local jurisdictions. All datasets were 
merged to create a single, master roads 
dataset. Issues of redundancy resulting from 
the same road being represented in two or 
more non-topologically related datasets 

were addressed through processing such 
features using the integrate tool within 
ArcGIS. In these instances, a variation 
tolerance consistent with the maximum 
resolution of this analysis (30m) was applied. 
While this was effective in reducing feature 
redundancy to an acceptable level within 
the master dataset, time constraints for this 
work made complete removal of redundancy 
impractical. The team acknowledges that 
traffic volume data is lacking from each of 
these sources and recommends that it be 
integrated as it becomes available.

Road features were processed to retain 
corresponding attribute information from 
their original sources within the master roads 
dataset. Using these attributes, a crosswalk 
was performed to provide a consistent road 
hierarchy within the master roads dataset. 
Roads which were considered to have 
the greatest landscape impact included 
those which were previously categorized 
as “interstates”, “interstate access ramps”, 
and “class 1 highways”. The second class 
consisted of “class 2 highways”, “state 
routes”, “U.S. highways”, and those simply 
labeled as “highways”. The third class 

*DATA SOURCES: ARIZONA DOT (2007), BLM (2012),  
CENSUS TIGER/LINE® (2008), USFS (2008)
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included “class 3 routes”, those labeled as “suitable for 
passenger cars”, those with “high degree of user comfort”, 
“primary paved roads”, and “arterials”. The fourth class 
included those classified with a “moderate degree of user 
comfort”; and the fifth included all those classified as “null”, 
“abandoned”, “other”, “single track”, “unpaved”, “military” 
(as digitized by AGFD staff), or “national forest”. A summary 
of this crosswalk is provided in Appendix 1 (Table 3: Roads 
Crosswalk and Hierarchy). 

Fuzzy membership classification was performed at varying 
distances for the 5 separate road classes within the master 
roads dataset. Landscape impacts were assumed to be 
the greatest at each road feature (impact score = 5.0).  
Landscape impacts were then parameterized to diminish 
with distance from the road feature to a unique maximum 

distance for each road class (impact score = 0.0). A 
maximum distance of 3km was applied to class 1 roads 
(Woolmer et al. 2008), followed by an incremental reduction 
of maximum distances for the remaining classes (2.28km 
for class 2, 1.55km for class 3, 0.82km for class 4, and 90m 
for class 5 roads). Kernel density was also analyzed for all 
road features within the master roads dataset. The resulting 
distance impact scores from each road class and the kernel 
density analysis were then normalized, summed, and again 
normalized to a 5.0-0.0 scale for inclusion in the final model. 
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1.4.18 Utility Lines:

Utility lines are continuous linear features that have greater fragmentation effects in areas 
where alterations made to the surrounding vegetation are more pronounced. This is primarily 
linked to the utility easement, or cleared area, which typically accompanies this and similar 
infrastructure. With the exception of edge-averse species or those with limited motility, the 
restriction of wildlife movement caused by utility lines may be minimal, especially when 
compared to less permeable anthropocentric features such as canals and high use roadways 
(Dobkin 1994). Cleared easements however have been documented to impact landscapes 
by altering microclimate, promoting the occurrence of edge species, and facilitating the 
spread of invasive species (Dobkin 1994). 

Utility line spatial data were obtained through 
the USCB as TIGER/Line® data and through 
the Federal Emergency Management 
Agency (FEMA). The data were merged into 
a single comprehensive master dataset. 
Fuzzy membership was applied to each 
transmission line feature and parameterized 
to reflect the greatest landscape impact at 
the line itself (impact score = 5.0). Landscape 
impacts were then set to decay to a maximum 
distance of 0.5km (impact score = 0.0) (Leu 
et al. 2008, Woolmer et al. 2008). Kernel 
Density was then calculated for all utility 
lines and normalized along with the distance 
scores. Both the distance and kernel density 

impact scores were then summed and again 
normalized to a 5.0-0.0 scale for inclusion in 
the final model. 

*DATA SOURCE: CENSUS TIGER/LINE® (2011)
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1.5 Landscape Integrity Discussion:

The above factors were evaluated and ranked by AGFD 
members of the team as part of an independent survey; 
this was done to determine each factor’s weight in the final 
landscape integrity model. Each team member distributed a 
total of 100 points across all model factors; assigning more 
points indicated a higher model weight. Points were assigned 
with several considerations in mind. First, the impact of 
the factor on landscape integrity was to be considered. 
Assigning more points indicated that the factor had a larger 
impact on landscape integrity relative to the others. Second, 
data reliability was also taken into consideration. Where the 
accuracy of the data was in question, assigning fewer points 
proved to be an effective check ensuring that the factor in 
question was not a major driver in the final model. Third, the 
level of certainty associated with how each factor impacted 
landscape integrity was also considered. In instances where 
the impacts are well documented or logical, more points 
may be assigned; alternatively, where uncertainty existed, 
assigning fewer points ensured that the impacts of this 
uncertainty would be mitigated by diminishing the factor’s 
impact in the final model. 

Points assigned to each factor were then summed and 
categorized into three groups. These groups were then used 
to assign model weights. The factors which received the 
greatest point totals were parameterized to have the largest 
impact in the model. These factors received a model weight 
of 3 and included: landcover (a measure of development 
intensity and land use) open pit mines, renewable energy 
sites (such as large solar facilities which result in the complete 
conversion of the landscape) and roads. Intermediate 
factors were assigned a weight of 2 and included: canals, 
housing density, impervious surface, population density, 
and railroads. All other model factors were assigned to the 
smallest impact category which received a weight of 1 and 
included: airports, camping/RV/recreation sites, impaired 
waters, landfills, military, mines, oil/gas extraction sites, 
pipelines, point source pollution sites and utility lines. 

Upon applying the model weight to each of the above 
factors, a final weighted sum was performed to identify 
the cumulative landscape impacts across all factors. The 
maximum landscape impact score was observed to be 
82.11, while the minimum was 0.00. These scores where 
then normalized to a 0-100 scale using the equation

LI=((LIi-LImin)×100) 
	    (LImax-LImin)

where LIi represents the landscape impact score for each 
cell. The final landscape impact score represents the 
summation of all negative landscape impacts across all 
factors; its inverse represents landscape integrity. 

Early versions of the landscape integrity model and initial 
data products were vetted via internal review by AGFD 
personnel not on the team. Additional model adjustments 
were made based on external peer review, reviewed 
literature, expert opinion, and ultimately consensus among 
members of the team. Several iterations of this review 
yielded the current model and resulting landscape integrity 
indices. The final landscape integrity surface for the state of 
Arizona is depicted in Map 1. The map is symbolized using 
a standard deviation stretch (n = 2) to provide for greater 
visual differentiation of the modeled landscape integrity 
scores.

Upon completion of the landscape integrity dataset, it 
was utilized by AGFD team members to identify large 
unfragmented areas of high landscape integrity. Landscape 
integrity values of 100 were selected and grouped. Regions 
which were 5,000 hectares or larger were then extracted. 
These areas represented the largest and most natural areas 
within the state and are analogous to the “last of the wild” 
areas identified by others (Sanderson et al. 2002, Woolmer 
et al. 2008). Arizona’s high integrity blocks are depicted in 
Map 2. Along with smaller areas of equally high landscape 
integrity, these areas may be considered for future 
conservation efforts as they represent relatively untouched 
natural areas which may be of statewide importance. 

LANDSCAPE INTEGRITY
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1.6 �Landscape Integrity  
Comparative Analysis:

Four correlation analyses were conducted in order to assess 
the relative agreement between our modeled landscape 
integrity surface modeled here and similar data products. 
The first correlation analysis involved a comparison with a 
human footprint study undertaken on a global extent by 
Sanderson et al. (2002). Using data pertaining to population 
density, land transformation, accessibility and electric power 
infrastructure, Sanderson et al. scored areas based on their 
relative human influence. 

A second correlation analysis compared a human footprint 
dataset of the western U.S. developed by Leu et al. (2008). 
Again similar in concept and data inclusion to Sanderson et 
al., Leu et al. (2008) first defined and delineated the physical 
footprints of anthropocentric features, or the physical 
effect area. Secondly, they quantified the zone of influence 
associated with these features utilizing a composition of 
both top-down and bottom-up impact models. The resulting 
impact zones were termed the ecological effect areas. All 
components were then compiled to generate a final score 
depicting an areas human footprint.

The third correlation analysis was conducted using the 
human modification dataset for the conterminous United 
States developed by Theobald et al. (2012). Similar to 
the global human footprint, data pertaining to land cover 
types, housing density, presence of roads, and the effects 
of highway traffic were modeled to generate a composite of 
human modification.

The fourth correlation analysis evaluated the most recent 
draft of a landscape integrity model prepared by the Western 
Governors’ Association (WGA) Landscape Integrity Working 
Group (LIWG) (Comer and Hak, 2012). This working group 
was tasked with creating a west-wide connectivity model as 
outlined in the WGA Wildlife Corridor Initiative (WGA, 2008). 
The LIWG utilized a modified version of the NatureServe 
Landscape Condition model, originally made available in 
2009 (Comer and Hak, 2009). Factors used included more 
than 20 datasets in categories related to transportation, 
urban and industrial development, and managed and 
modified land cover. Site impact scores for each factor 
were assigned and a distance decay function was added. 
These were combined and normalized to produce a final 
composite depicting landscape condition.

To compare the landscape integrity scores derived here 
with those from the global human footprint, human footprint 
of the west, human modification, and landscape condition 
datasets, we evaluated the mean scores (landscape integrity, 
human influence, human footprint, human modification, 
and landscape condition) across the entire spatial extent of 
Arizona. Given the variation in resolution among the five data 
products, 30m, 1km, 180m, 270m, and 270m respectively, 
scores were evaluated via the creation of a hexagonal grid 
(Jenness, 2012) that covered the extent of the state. The 
resulting hexmap contained 2,956,142 individual hexagons 
which were 0.1 km2 (10 hectares) in size. Mean scores from 
each dataset were then calculated for each hexagon and 
utilized in the correlation analysis. 

As the number of unique values exceeded the capabilities 
of most statistical processing platforms, an SQL expression 
was developed and utilized within Microsoft Access to 
process the nearly three million records. The coding was 
used to perform the correlation analysis between the mean 
landscape integrity values for each hexagon and the other 
peer data products. The analysis resulted in a correlation of 
0.61 when compared to Sanderson et al. (2002), 0.64 for 
Leu et al. (2008), 0.75 for Theobald et al. (2012), and 0.62 
for Comer and Hak (2012) (Table 1). In each case, the results 
yielded highly positive correlations. Positive correlation was 
expected as we evaluated the initial landscape impact scores 
derived from the model prior to inverting them to represent 
landscape integrity. This ensured that all five datasets 
represented the sum of landscape impacts, anthropocentric 
influence, human modification and/or human footprint.

AGFD LANDSCAPE INTEGRITY CORRELATION

		  DATASET	 CORRELATION

	 Sanderson et al. (2002)	 0.61

	 Leu et al. (2008)	 0.64

	 Theobald et al. (2012)	 0.75

	 Comer and Hak (2012)	 0.62

LANDSCAPE INTEGRITY

Table 1: Correlation of Peer Data Products
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These results indicate that the data product developed here 
has strong correlation with each of the previously developed 
datasets. Perfect correlation is not expected given the 
variation in data resolution, the factors modeled, and the 
temporal variability of each model. Additionally, perfect 
correlation would not be desirable as this landscape integrity 
dataset has been developed to provide a more specific 
assessment of Arizona’s landscape and thus is expected to 
vary from other regional assessments. Finally, the resolution 
of this analysis is the finest grain (30m) of any of the other 
products, thus differences are expected when compared to 
more coarse data products. Given these results, the team 
is confident that the landscape integrity dataset developed 
here provides the desired mix of consistency among large-
scale landscape patterns and variability at finer scales when 
compared to other peer developed data products.

A fifth correlation comparison was also conducted with survey 
results from the WGA Landscape Integrity Working Group’s 
(LIWG) data development efforts. In the survey, biologist 
respondents from the 19 state wildlife agencies involved in 
the WGA were asked to score landscape naturalness for a 
series of random and user-selected plots of land throughout 
the west. AGFD employees with first-hand knowledge of 
the individual sites, or the general area in Arizona, were 
asked to assign naturalness scores which ranged from 
100 (completely natural) to 0 (completely unnatural and 
built). Points were allocated in 10 point increments for each 
plot via aerial imagery interpretation. Plots consisted of 81 
randomly selected sites within the state. AGFD respondents 
provided information for an additional 59 sites that they 
selected based on personal knowledge of the area. The 
mean landscape integrity score from this model was then 
calculated for each survey plot and compared with the 
independently derived expert scores. A correlation value 
of 0.69 was observed for the randomly selected sites. A 
slightly smaller correlation value of 0.60 was observed for 
the user-selected sites (Table 2). In each case however, 
the observed values indicate high correlation between the 
landscape integrity dataset and the independently derived 
expert scores.

The correlation analysis was further refined to control for the 
respondents level of confidence in their survey response. 
In so doing, only scores from each survey which the 
respondents coded as having a high level of certainty in their 
assigned score were extracted. Using only responses with 
a high level of certainty, we observed a correlation value of 
0.69 (previously 0.69) was observed for the preselected sites 
(n=28) and a correlation value of 0.65 (previously 0.60) was 
observed for the user-selected sites (n=43) (Table 3). While 
controlling for a respondent’s confidence in their response 
had no impact on correlation among randomly selected 
sites, it was effective in increasing correlation, albeit slight, 
amongst user-selected sites. These results again indicate 
a strong match between the landscape integrity scores 
derived here and those assigned by expert classification as 
part of a separate analysis; yielding high confidence in the 
product modeled here.

AGFD AND EXPERT SURVEY SITES

		  DATASET	 CORRELATION

	 Preselected	 0.69

	 User–Selected	 0.60

Table 2: Correlation of Survey Respondents

LANDSCAPE INTEGRITY

AGFD AND EXPERT SURVEY HIGH CERTAINTY SITES

		  DATASET	 CORRELATION

	 Preselected	 0.69

	 User–Selected	 0.65

Table 3: �Correlation of Survey Respondents  
with High Confidence
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1.7 Landscape Integrity Conclusions:

Given the factors included, the landscape integrity dataset 
presented here represents both measures of human influence 
and landscape naturalness. This was accomplished by 
including measures of proximity and density in calibrating 
landscape impacts across a wide array of modeled factors. 
Additionally, the utilization of fuzzy logic classification 
methods allowed landscape impacts to be calibrated as 
gradients which may better capture real-world patterns and 
conditions. 

The results of this process yielded an assessment of 
Arizona’s landscape which inventoried the extent of human 
modification. Analyses such as this are particularly useful in 
conservation planning as they can be utilized to inventory 
the relative naturalness of a region. Once identified, these 
natural areas can be integrated within the conservation 
planning process as they may represent core areas from 
which to focus management efforts. Such areas have been 
termed the “last of the wild” by others and have been utilized 
to prioritize conservation efforts (Sanderson 2002, Woolmer 
2008, Baldwin et al. 2010). Additionally, landscape integrity 
data products can be used as inputs for additional analyses 
such as the connectivity modeling portion of this work which 
is discussed in the following sections.

LANDSCAPE INTEGRITY
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2.0 �Landscape Connectivity 
Overview: 

The concept of landscape permeability is central to all 
connectivity approaches (Compton et al. 2007, McRae and 
Beier 2007). Permeability surfaces represent the backbone 
upon which connectivity modeling takes place. Permeability 
can also be represented as its inverse, resistance. In either 
case, cells within each surface are scored based on how the 
overlapping landscape variables they encompass are likely 
to influence movement. Cells which exhibit high permeability 
and low resistance will have characteristics which do not 
impede movement; whereas cells exhibiting low permeability 
and high resistance will have landscape characteristics that 
restrict movement to varying degrees. For purposes here, 
landscape integrity served as a surrogate for permeability. 
Cells exhibiting high landscape integrity were assumed to 
be the most permeable and vice versa. Landscape integrity 
or similar surfaces have been integrated with success in 
connectivity modeling by Cook (2002), Baldwin et al. (2010), 
Spencer et al. 2010, WHCWG (2010), Panitsa et al. (2011), 
Theobald et al. (2011), Alagador et al. (2012) and Perkl et al. 
(in prep) among others. 

Using landscape integrity in connectivity modeling identifies 
paths of likely wildlife movement which retain high levels of 
landscape naturalness. These paths are typically comprised 
of areas which exhibit lower levels of human influence and/
or modification. As a result, landscape integrity based 
connectivity modeling approaches result in the derivation of 
networks which reflect highly natural conditions with low to 
no human influence. The team considers the adoption of 
such an approach to be a hybrid between structural and 
functional connectivity assessments, applicable to a broad 
range of taxa and processes as it is not parameterized to 
focal-species requirements, and to be the most appropriate 
for modeling at the statewide scale given uncertainties, 
modeling assumptions, and other project constraints.

The following section provides a brief overview of 
several connectivity modeling approaches and tools 
used in similar efforts. Each approach has varying data 
requirements, objectives, and relies on user-defined model 
parameterization in different ways. Together, these methods 
and tools produce a wide range of data and map products 
for varying applications. 

2.1 �Introduction to Landscape  
Connectivity Approaches:

Approaches which utilize least-cost approaches are the 
most widely used in connectivity modeling to date. Least-
cost approaches calculate effective distances which 
delineate an optimal pathway given the resistance values in 
a permeability surface (Baldwin et al. 2010). Resistance can 
be calibrated based on discrete barriers such as roads or as 
gradients representing reduced permeability as a function 
of proximity to such features. In a least cost approach, it 
is assumed that the path with the least cumulative cost 
is being selected by wildlife traveling from one location to 
another. 

Factorial least-cost approaches integrate a vast number of 
least-cost paths to illustrate networks of connectivity across 
large and complex landscapes. Incorporation of graph 
theory likens the landscape to be considered as a network 
of habitat nodes connected by a series of alternative least-
cost paths (Urban and Keitt 2001, Urban et al. 2009). 
Landscape networks can be thought of as a topologically 
related graph in which both nodes and their connections 
can be evaluated based on their overall importance and 
contribution to connectivity within the network (Theobald, 
2006). Each of these approaches can be parameterized to 
generate corridors between specified blocks within a given 
landscape. 

Alternative approaches which do not result in the explicit 
delineation of linkages or corridors, but rather depict the 
landscape as a connectivity gradient, are also heavily utilized. 
“Current” maps resulting from circuit-based approaches 
can be useful in reflecting the predicted probability of 
movement between two end points. Such an application 
is particularly useful in the identification of “pinch-points” 
within the landscape. These represent areas where both 
movement and resistance are predicted to be high (McRae 
and Beier 2007, McRae et al. 2008). Resistance kernels 
are another dispersal approach which calculates expected 
relative densities of dispersers around each cell of a potential 
source (Compton et al. 2007). In each of these approaches, 
continuous surfaces are generated as a conveyance of 
species movement which are represented as gradients of 
flow, as opposed to discretely bounded corridors.
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2.2 �Review of Available Landscape  
Connectivity Tools:

As is the case with the methods they employ, each tool 
encompasses a particular set of assumptions, limitations, 
benefits, and applications. A brief overview of connectivity 
modeling tools which the team considered to generate the 
landscape connectivity dataset and map ICZs is provided 
here. For additional reference, a comprehensive overview 
of several connectivity modeling approaches and tools was 
also recently completed by Rudnick et al. (2012). 

2.2.1 Corridor Designer:

Corridor Designer is inarguably the most widely utilized 
corridor modeling tool to date. Corridor Designer is an ArcGIS 
toolbox comprised of a number of custom connectivity 
related tools which were created using Python scripting 
language.  Corridor Designer tools perform four basic tasks: 
1) creation of habitat suitability models, 2) identification of 
potential habitat patches, 3) creation of corridors between 
pairs of patches, and 4) the creation of topographic slope 
position rasters. At minimum, Corridor Designer typically 
requires at least one raster layer identifying habitat quality 
and/or resistance (Majka et al. 2007). Corridor Designer 
employs a least-cost path methodology which is then 
expanded to include a contiguous collection of cells which 
exhibit the lowest cumulative cost as the path spans across 
the landscape from the starting point to the end point 
(Rudnick et al. 2012).

2.2.2 Linkage Mapper:

Linkage Mapper, an ArcGIS toolbox, uses resistance 
surfaces to map linkages between core habitat areas. Data 
inputs indicate core habitat and resistance (CS Web, 2012). 
As with all least-cost approaches, the resistance values 
applied to raster cells reflect energy costs, difficulty, or risk 
of mortality (CD Web, 2012). Linkage Mapper delineates 
cost-weighted linkages by evaluating cell values and 
calculating resistance scores. This is accomplished through 
the use of ArcGIS utilities and numerical Python functions 
which identify neighboring areas of the least-cost pathway. 
The cells are then normalized, combined, and converted 
to generate the resulting corridor (CS Web, 2012). Linkage 

mapper is specifically designed for regional wildlife habitat 
connectivity analyses, not fine-scale applications, making it 
valuable for large-scale planning (LM Web, 2012). Linkage 
mapper was recently used by the Washington Wildlife 
Habitat Connectivity Working Group (WHCWG) as part of 
their statewide connectivity analysis (2010). 

2.2.3 Circuitscape:

Circuitscape, a Python program, uses algorithms from 
electric circuit theory to predict wildlife (and plant) 
population movements and connectivity based on an input 
of an ASCII raster layer depicting resistance (CD Web, 
2012). Circuit theory complements least-cost path models 
by considering all possible pathways (CS Web, 2012). 
Circuitscape represents landscapes as conductive surfaces 
whereas low resistance is associated with suitable or non-
constrained areas and high resistance is linked with less 
permeable landscapes (Theobald et al. 2006). Circuitscape 
has the advantage of evaluating connectivity via multiple 
modes: pairwise, one-to-all, all-to-one, and combinations 
of each. Pairwise is calculated between all pairs of focal 
nodes; one-to-all iterates to all nodes; all-to-one grounds 
one node and leaves others as a current source; additional 
parameterization allows the user to define the grounds and 
current sources (Theobald et al. 2006). 

Circuitscape also has the advantage of being well suited 
to projecting gene flow across the matrix (McRae and 
Beier, 2007). It can therefore be used as a stand-alone 
platform or in combination with another to evaluate the 
quality of genetic connectivity and areas of high priority 
for linkages (Castilho et al. 2011). This applies well to the 
variance in size and energy-cost across a diverse spectrum 
of dispersing wildlife (Castilho et al. 2011, Schwartz et al. 
2009, Lee-Yaw et al. 2009). Circuitscape is in active use by 
the Nature Conservancy, the Wildlife Conservation Society, 
and the Snow Leopard Conservancy (Abood 2012). 
However, current maps can be difficult to interpret; and in 
large and unconstrained landcapes, they tend to provide 
little specification of important pathways as current can be 
evenly dispersed (Rudnick et al. 2012).
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2.2.4 FunConn:

FunConn, an ArcGIS toolbox, aims to link species behavior 
with the physical structure of the landscape in linkage 
mapping (CD Web, 2012). The tool calculates minimum 
spanning trees using a graph based approach, applies 
weight values, calculates node and edge interaction, and 
finds the shortest paths from each node to all others (Saura 
and Torné 2009). FunConn uses land cover raster data, a 
cost raster, and shapefiles to make datasets depicting habitat 
quality, patches, and a landscape network graph (Theobald 
et al. 2006). These datasets are then used to derive the 
linkages, edges, and corridors between all nodes (defined 
as patches) in the graph. While utilized in past research by 
a member of this team (Perkl and Baldwin 2010), FunConn 
has not been updated for use with Arc 9.3 or greater. 

2.2.5 HabMod:

HabMod is an ArcGIS tool that produces multivariate habitat 
prediction rasters through implementing classification and 
regression, linear, and general additive models. An extra 
toolbox (ConnMod) applies these concepts to connectivity 
modeling. The tool has been utilized for mapping connectivity 
for private land trusts by Ryman (2010) on a regional scale. 

2.2.6 PathMatrix:

PathMatrix, an ArcView extension, computes matrices of 
effective geographic distances among samples using a 
least-cost path algorithm (CD Web, 2012). It is specifically 
designed to evaluate the role spatial environmental factors 
play in influencing the genetic structure of populations 
(Ray 2005). The tool has been employed in large-scale 
assessments of wildlife and human populations (Huck et al. 
2010, Lawson Handley et al. 2007). 

2.2.7 Conefor Sensinode:

Conefor Sensinode identifies and prioritizes critical sites for 
connectivity and prioritizes these areas based on indices 
of connectivity and the probability of connectivity (McRae 
and Shah 2009). Using graph theory, it takes both habitat 
and distance into account based on the behavior of certain 
species (Saura and Pascual-Hortal 2007). Node files are 
used to calculate binary and probabilistic connections which 
are then used with indices to create maximum landscape 
attributes which result in a connectivity model (Saura and 
Pascual-Hortal 2007). Conefor Sensinode does not actually 
delineate corridors, only the critical “stepping-stones” as a 
modeled result. It can therefore be valuable in prioritizing 
protection areas and potential node selection, but is less 
helpful in delineating connections. 

2.2.8 Connectivity Analysis Toolkit (CAT):

The Connectivity Analysis Toolkit (CAT) develops and 
compares three contrasting centrality metrics based on 
suitability and permeability (CD Web, 2012). It models 
the best linkages from source to target, in multitude or 
singularly. CAT is well suited for large-scale modeling and 
has been used in modeling gray wolf habitat in the Pacific 
Northwest and the Northern Rockies (Carrol et al. 2011). 
It models connectivity using three metrics: shortest-
path, current flow, and minimum-cost maximum-flow 
betweenness as a measure of centrality (Carroll et al. 2011). 
CAT and these metrics are discussed in greater detail in the 
following section as the team determined it to be the most 
appropriate toolset available for meeting the objectives of 
this work, generating the statewide connectivity dataset, 
and modeling ICZs. A brief summary of all tools discussed 
here can be found in Table 4.
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		  NAME	 PLATFORM	 DESCRIPTION

	 Corridor Designer	 ArcGIS	� Identifies the least-cost path between a single 
pair of user-defined end points. The least-cost 
path is then expanded based on habitat criteria 
to delineate the corresponding corridor.	

	 Linkage Mapper	 ArcGIS	� Identifies and maps linkages between 
core areas. Resistance values are typically 
determined by cell characteristics, such as 
land cover or housing density, combined with 
species-specific landscape resistance models. 
As animals move away from specific core areas, 
cost weighted distance analysis produces maps 
of total movement resistance accumulated.

	 Circuitscape	 Stand–alone	� Uses algorithms from circuit theory to predict 
patterns of movement, gene flow, and 
genetic differentiation among populations 
in heterogeneous landscapes. It uses 
raster habitat maps as inputs and predicts 
connectivity and movement patterns as 
gradients between user-defined points on the 
landscape.

	 FunConn	 ArcGIS (9)	� Incorporates graph theory and least-cost 
modeling. Examines connectivity from a 
functional perspective using structure. Used 
extensively for species, individuals, or process. 
No longer supported by current versions of 
ArcGIS.

	 HabMod/ConnMod	 ArcGIS	� Produces multivariate habitat prediction rasters 
by implementing classification and regression, 
linear, and general additive models. An extra 
toolbox applies these methods to aspects of 
connectivity.

	 Path Matrix	 ArcView (3)	� Computes matrices of effective geographic 
distances among samples using a least-cost 
path algorithm.

	 Conefor Sensinode	 Stand–alone	� Quantifies importance of habitat for 
management in relation to planning and 
conservation. Prioritizes areas for connectivity 
but does not model connectivity itself.

	 Connectivity Analysis Toolkit (CAT)	 Stand–alone	� Develops and compares three contrasting 
centrality metrics based on input data 
representing habitat suitability or permeability. 
Incorporates graph theory through the use of a 
hexagonal landscape lattice.

Table 4: Available Connectivity Tools Summary
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2.3 �Landscape Connectivity Modeling  
Tool Selection:

Upon evaluating the data requirements, modeling 
assumptions, strengths, weaknesses, and sample output 
map products from the most applicable of the tools listed 
above, the team determined that utilizing the Connectivity 
Analysis Toolkit (CAT) developed by Carroll et al. (2011) to 
be an appropriate match for several reasons. First, CAT has 
the ability to generate a continuous surface which depicts 
an accumulation of flow as opposed to discretely bounded 
corridors. The team believes that this may be a desirable 
complement to other previously conducted analyses such 
as Arizona’s Missing Linkages which employed least-
cost methods and resulted in the delineation of corridors. 
Additionally, evaluating connectivity as a continuous 
surface provides supplementary information for identifying 
sub-optimal flows which may be overlooked by a single 
least-cost corridor. This is potentially important because 
such areas may serve as functional connections in the real-
world. Additionally, representing connectivity as a gradient 
may serve as a better surrogate for modeling flows and 
patterns found in natural systems. 

Second, patch or block selection can be problematic and 
can influence the results of a connectivity assessment (Perkl 
et al. in prep). The approach utilized here circumvents the 
need to provide patches or blocks as an input. Instead, it 
provides an assessment of potential connections among 
all nodes represented in a hexagonal landscape lattice 
found throughout the entire analysis extent, as opposed to 
connections between only user-defined locations.

Third, an analysis such as this is useful in assessing a node’s 
connectivity role relative to all other nodes throughout the 
analysis extent. In so doing, useful context is derived which 
can help to illuminate just how important one location is for 
connectivity purposes when compared to others. This also 
provides a potential metric for prioritization. Additionally, 
this can provide a useful context for interpreting previously 
modeled corridors. By evaluating fine-scale corridors within 
the context of this work, an assessment can be made as 
to their relative contribution to the connectivity of the whole 
landscape. All else being equal, this could serve as a useful 
ranking metric for the modeling and implementation of 
fine-scale assessments by determining which locations 
contribute the most to statewide connectivity.

Finally, the creation of a connectivity surface such as this 
can provide useful context for inventorying both inter- and 
intra-patch flows should patches or blocks be added later. 
This may be useful for identifying flows between and within 
large patches or blocks that may be overlooked by methods 
which utilize a block edge or centroid when modeling 
potential connections. 

2.4 �CAT Landscape Connectivity  
Modeling Overview:

While CAT outputs vary, those most applicable here yield 
results which depict flow as a continuous gradient as 
opposed to a discretely defined path. Utilization of CAT 
avoids the need to establish the binary patch-matrix 
classification and circumvents patch pair modeling (Carroll 
et al. 2011). Graph theory underlies all CAT methodologies 
whereas a landscape lattice is derived by dividing the 
analysis extent into hexagons of a user-defined size. CAT 
treats each hexagon as a node from which connections are 
modeled between and among all possible combinations. 
Coupled with measures of centrality, information can be 
gained which indicates the relative role each node plays in 
facilitating movement across the graph. Metrics such as 
this ensure that all possible pairwise combinations between 
all nodes are considered (Carroll et al. 2011). Given this, 
computational complexity increases at quadratic or cubic 
rates as more nodes are added (Ahuja et al. 1993). Only 
recently have computationally efficient algorithms been 
developed to the degree necessary to make analysis of 
large landscapes possible using methods such as this.

CAT employs the usage of least-cost, current flow, and 
network linkage modeling methods. Employing least-
cost is analogous to other methods in that it results in 
the identification of the single shortest path. Current-flow 
assesses the probabilistic current across all potential 
pathways. Network-flow identifies optimal current pathways 
that could be used, although the sum of the network may 
be less optimal (Carroll et al. 2011). 

Coupled with graph theory through the usage of the 
landscape lattice and measures of node centrality, CAT 
creates metrics which are analogous to the shortest-path, 
current-flow, and network-flow as described above. CAT’s 
adaptation of the shortest-path analysis results in the 
derivation of a shortest-path betweenness centrality metric 
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which detects the shortest path between all possible pairs 
of nodes in the graph. All shortest paths are then analyzed 
and summed to determine how many times each node was 
included in a shortest path for the entire graph (Borgatti and 
Everett 2006). 

The current-flow metric within CAT analogize landscapes 
to conductive surfaces. This results in outputs which 
illustrate the likelihood that a “random walker” leaving a 
source will pass through cells within the landscape while 
moving to the destination (McRae et al. 2008). The current-
flow betweenness centrality within CAT disperses random 
walkers from, and between, all possible node pairs and 
then sums the results indicating the number of times a 
random walker encountered each node (Newman 2005). 
This typically results in a more diffuse landscape network 
than the shortest-path betweenness centrality metric but 
may allow for prioritization of redundant linkages (Carroll et 
al. 2011).

Network-flow is another potential connectivity assessment 
metric within CAT. Such methods frame connectivity 
as an optimization solution as opposed to probabilistic 
movement (Phillips et al. 2008). Minimum-cost maximum-
flow betweenness centrality sums the results from all 
potential node pairs, indicating the node’s contribution to 
the graph based on the proportion of the min-cost max flow 
that passes through it (Freeman et al. 1991). CAT utilizes 
a minimum-cost-maximum-flow analysis which identifies 
the maximum-flow sets with the lowest total cost to the 
network (Carroll et al. 2011). In such an application, two cost 
metrics are required. The first includes the typical landscape 
resistance costs, such as in the case of modeling a least-
cost path. The second includes an additional metric such as 
an institutional, implementation, or other cost to be used for 
optimizing the network.

Each of these three metrics were tested within a sub-area 
of the state and their respective outputs evaluated by the 
team. The team determined that utilizing the shortest-path 
betweenness centrality metric would be the most desirable 
for this assessment for several reasons. First, it yielded 
the desired mix of specificity being sought by the team for 
identifying ICZs while still being generalizable enough to infer 
“next best” solutions. Second, the team believed that the 
results of this metric may be more easily understood and 
interpreted by stakeholders spanning a diverse spectrum 

of groups and jurisdictions. Third, it was concluded that the 
resulting products would serve as the best complement 
to existing analyses throughout the state and that it could 
be seamlessly integrated with other data products more 
easily. Finally, it was found to be more computationally 
efficient when compared to the other CAT methods given 
the desired scale and resolution of this analysis; although 
some limitations surfaced upon expanding the analysis to 
the statewide extent (discussed in section 2.5).

2.5 CAT Landscape Connectivity Modeling: 

Three refinements were made to the landscape integrity 
dataset prior to using it as the input for connectivity 
modeling. The landscape integrity dataset was constructed 
using a combination of factors aimed at evaluating the 
relative naturalness of the landscape. Utilizing a surface 
such as this implies that as naturalness increases so does 
landscape permeability. Permeability, however, may be 
influenced by natural landscape factors as well. Factors 
such as slope and large expanses of open water may 
influence the movements of terrestrial species and thus 
impact landscape permeability. To address this, a fuzzy 
logic methodology was developed to alter the permeability 
of water bodies based on a function of their width. Fuzzy 
membership scores were assigned to the interior of all water 
bodies starting at the shoreline (1.0) and extended to their 
center (0.0). Fuzzy membership scores were then inverted 
and converted to permeability scores. Permeability was set 
to be the highest at the shoreline and decrease with distance 
towards the center of each water body. Scores were then 
normalized across all water bodies in the state. This resulted 
in permeability being little changed for narrow water bodies 
but reduced for wider water bodies. Additionally, slope was 
also considered for refining the permeability surface but was 
ultimately omitted due to both uncertainties in generalizing 
its impacts on permeability for the majority of terrestrial 
species and a lack of consensus by the team.

Second, centrality-based connectivity metrics tend to be 
sensitive nearer the edge of the analysis extent. As nodes 
near the analysis extent have fewer neighbors, they are 
less likely to be utilized in connections modeled between 
all potential node pairs. This creates an artificial reduction 
in a nodes importance as it approaches the edge of the 
analysis extent. Visual interpretation of early runs of the 
statewide connectivity analysis indicated that edge effects 
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were observed within 50km of the State’s border. In order 
to address this, the most recent draft of the landscape 
condition dataset prepared by the WGA (Comer and Hak, 
2012) was utilized as a surrogate for landscape integrity 
beyond the extent of Arizona. As the correlation analysis 
previously indicated, the WGA dataset was highly correlated 
to the landscape integrity surface generated here. Given 
this, the team was confident in using the WGA data as a 
surrogate beyond Arizona’s border. 

The WGA dataset was resampled and normalized to 
match the resolution and landscape integrity values of the 
landscape integrity dataset developed here. The WGA 
dataset was then mosaicked to provide landscape integrity 
data which extended 50km beyond the extent of the state. 
While this was effective in addressing the observed edge 
effects for portions of Arizona bordered by other states, 
edge effects are expected to persist, and continue to be 
observed, along Arizona’s southern border with Mexico as 
this process did not address a lack of data there.

The final refinement involved aggregating the landscape 
integrity dataset (30m2) into a slightly coarser data product 
(90m2). This was done because of the computational limits 
and apparent maximum size limitations of the ASCII file 
utilized in the CAT modeling process. This is not expected to 
impact the results of the connectivity assessment however 
as the resolution of the final CAT outputs are aggregated 
as part of the modeling process to match the desired 
resolution of the final data product (1km2 Hexagons). Upon 
aggregation to the 90m2 cells, landscape integrity scores 
were inverted. This resulted in the necessary cost surface 
input for use in the CAT modeling.

 2.6 �CAT Parameterization and Connectivity  
Analysis Output:

Within CAT, the “HexMaps” tab was used to produce a 
shapefile comprised of 1km2 hexagons (100 hectares). 
This represents the spatial resolution of the connectivity 
assessment and resulted in the creation of 382,740 
hexagons within the analysis extent. Hexagons were 
attributed from the original ASCII version of the landscape 
integrity raster (90m2). This served two purposes: first, 
it yielded the input values from which the subsequent 
connectivity assessment was run using the CAT “Graphs” 
tab; and second, it generated the spatial surface upon 
which the modeled results were joined for spatial display 
when the analysis was complete. 

The “Graphs” tab was then used to create the required 
multiple edgelist text files. The edgelist is a graph format 
file. For this process, “Edgelist–Distance” was used.  
The resulting edgelist was then used as the input for the 
“Connectivity” tab using “Shortest-Path Betweenness 
Centrality” as the modeling function. As previously 
discussed, shortest-path betweenness centrality identifies 
the shortest paths, analyzed as effective distance, between 
all pairs of hexagons throughout the graph. The results 
represent the relative usage of each hexagon given the 
accumulation of shortest paths between all hexagon pairs. 
This indicates the number of times each hexagon was used 
as part of a path. This output, represented as a “.txt” file, 
was then joined with the original hexagon output for display. 
The results can be found in Map 3. Areas depicted in green 
contribute the most to connectivity of the landscape and 
reflect the highest accumulation of flow throughout the 
state. Conversely, areas depicted in red were less widely 
used and contribute less to statewide connectivity.  
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2.7 ICZ Network Delineation:

CAT values were then evaluated and ranked based on their 
statistical uniqueness. After exploring a number of value 
thresholds, the team determined that selecting the top 10% 
of CAT values struck the desired balance between being 
overly selective and too general in the derivation of ICZs. 
Hexagons which were among the top 10% are represented 
in green and depicted in Map 4. ICZs represent those 
hexagons which contributed the most to flows throughout 
the network and therefor to connectivity throughout the 
state. Selecting these most critical hexagons resulted in a 
largely connected, but locally fragmented, network of ICZ’s. 

As selecting locations based on threshold values alone did 
not yield a completely interconnected network throughout 
the state, additional editing of the ICZ network was needed. 
As a result, the original CAT output (represented in Map 3) 
was analyzed for network editing. A series of rules were 
devised in order to ensure that all hexagons within the top 
10% threshold were connected throughout the state. First, 
wherever a single hexagon belonging to the top 10%, or 
string of such hexagons, was floating and not connected to 
the larger network, hexagons outside of the top 10% were 
manually selected to ensure that a connection was made. 
Second, anywhere where there was a spur of at least two 

hexagons belonging to the top 10% protruding from the 
network, hexagons outside of the top 10% were manually 
selected to connect the spur with the larger network. In 
all cases, the highest CAT value from the neighboring 6 
hexagons was chosen for selecting hexagons outside of 
the top 10% group. This process continued on a hexagon 
by hexagon basis until the selection rejoined the larger 
ICZ network. Areas with a single hexagon spur, or areas 
where the top 10% hexagons were two or more wide, were 
not expanded unless they met the criteria noted above. 
This process resulted in a completely interconnected ICZ 
network which was built around the top 10% hexagon class 
and expanded to include the next best options. The edited 
ICZ network is displayed in Map 5.

Also evident in Map 5, editing along the southern border, 
where edge effects persisted, was more common than in 
other parts of the state. Along the southern border region, 
the network was more intensely edited by manually selecting 
the highest available CAT values. This created a network 
which consisted of a similar ICZ density to that observed 
elsewhere in the state. While this process addressed the 
lack of connections which resulted from edge effects 
caused by the absence of data in Mexico, it yielded ICZs 
that were more reliant on expert interpretation of CAT results 
than data driven thresholds.
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Once the ICZ network was derived, the network was 
displayed using the CAT values attributed to each hexagon 
as part of the original network development. Displayed as 
10% quantiles in Map 6, the relative importance to each ICZ 
network hexagon can be observed. Hexagons displayed 
in green contribute the greatest degree to statewide flow 
and connectivity across the landscape. Hexagons depicted 
in red, while still important, contribute less. Evaluating the 
ICZ network in this way could provide a metric for future 
prioritization efforts. Areas of high flow within the network 
may be considered to be key areas for conservation as they 
are both highly natural and highly important to statewide 
connectivity. Coupled with more localized connectivity 
modeling and conservation efforts along high flow ICZs, 
these results would illuminate where local efforts would 
contribute to both local and statewide connectivity.

Map 6 also illustrates the edge effects that were previously 
mentioned along the southern border of the state. Most 
of the ICZs in this region were included in the network via 
editing, as evidenced by the relatively low CAT values when 
compared to the top 10% hexagons within the state. While 
hexagons within this region of the network exhibit lower CAT 
values, they should not be universally interpreted as less 
important because edge effects in this area are a known 
limitation of this analysis. While speculative, it is likely that 
the patterns observed in the edited network would remain 
consistent, although with increased CAT values, should 
the analysis extent be expanded further south into Mexico. 
This was observed in the border regions with other states 
once the analysis extent was expanded. The team highly 
recommends that an analysis which explores trans-border 
connectivity between Arizona and Mexico be conducted in 
the future. 

While not part of the connectivity modeling process 
employed here, ICZ network interpretation can be useful 
within the context of the patches or blocks. The blocks 
of high landscape integrity (LI = 100, >5,000ha) which 
were previously identified and discussed in section 1.5 
were overlaid with the ICZ network as seen in Map 7 and 
8. This is useful for several reasons. First, it illustrates the 
utility of methodologies such as this in providing intra-patch 
connectivity. Second, it provides context for interpreting 
which areas throughout the state might benefit the most 
from an ICZ network like this one. Third, it illustrates what 
blocks might be considered as critical hubs for connectivity 
across the entire network. Finally, it provides a draft of what 
a comprehensive network of conservation areas and ICZs 
may look like for the state. The focus of such a network 
would be to prioritize ICZs based on their contribution to 
connectivity across the entire state, as opposed to localized 
efforts which may focus only on connections between pairs 
of patches or blocks. Together with localized efforts, a 
more comprehensive understanding can be gained as this 
analysis provides the context for interpreting what role local 
connections play in contributing to statewide connectivity. 
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2.8 Connectivity Modeling Assumptions:

There exists no perfect model, only attempts to capture the 
infinite complexities found in nature. Given this, the results 
of this effort are influenced by a lack of perfect knowledge, 
imperfect data, and a series of additional assumptions 
related to modeling and how species move through 
landscapes. In all cases, the impacts of such assumptions 
must be considered when interpreting and utilizing the 
results of this and any other work.

2.8.1 General Approach:

The team acknowledges that:

	 • �This is a coarse-scale analysis which employed the 
generalizable assumption - natural landscapes are more 
conducive to wildlife movement than those negatively 
affected by human development.

	 • �The analysis conducted here utilized a measure of 
naturalness (landscape integrity), rather than habitat 
suitability, to model connectivity.

	 • �This connectivity assessment was derived from the 
landscape integrity dataset. Changes to that surface 
will result in subsequent alternations to the connectivity 
assessment.

	 • �The connectivity assessment represents present-day 
connectivity to the extent possible, given data age and 
availability.

	 • �This is not a focal-species approach but rather a general 
assessment of the landscape at large. It is intended to 
compliment focal-species modeling, not replace it.

	 • �An analysis such as this should not be considered as a 
replacement for more local- and fine-scale assessments. 
There remain local conservation challenges throughout 
the state that this analysis cannot address.

2.8.2 CAT Modeling:

The team acknowledges that:

	 • �This analysis does not model connectivity between or 
among habitat patches or blocks, but rather connectivity 
across the entire landscape, represented as a landscape 
lattice which includes hundreds of thousands of nodes.

	 • �The shortest-path betweenness centrality function 
utilized within CAT employs least-cost methodologies. 
Such methodologies assume that species have perfect 
knowledge of the landscape they are traversing. 

	 • �The outputs derived here are not least-cost paths and 
should not be interpreted as least-cost corridors. Rather, 
the ICZs represented here reflect the accumulation of 
such paths and not the paths themselves.

	 • �Metrics of centrality, as employed by CAT, are edge-
sensitive. This can result in under reporting a node’s 
connectivity contribution nearer the limits of the analysis 
extent. In reality, such nodes have neighbors beyond 
the analysis extent thus their relative contribution may 
change.

	 • �The default Python-based, shortest-path, betweenness 
centrality function used here employs algorithms that 
approximate exact solutions. The error tolerance 
however provides solutions that are highly correlated 
(>99%) with the exact solutions (Carroll et al. 2011). This 
allows for a large graph, such as the one analyzed here, 
to be evaluated whereas it would have previously been 
computationally infeasible.
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2.8.3 Connectivity Outputs:

The team acknowledges that:

	 • �The original analysis output (Map 3) should be referenced 
when evaluating all ICZs (Maps 4, 5, 6, 7, and 8) and 
their relative importance. The original analysis output 
provides the necessary context for interpreting all other 
results.

	 • �The connectivity assessment used here was developed 
to analyze connectivity within Arizona. This analysis does 
not model connections between Arizona and adjacent 
states or Mexico. 

	 • �While the analysis extent was expanded beyond Arizona’s 
border by 50km to include areas within neighboring 
states, edge effects remain along the State’s southern 
border with Mexico. 

	 • �Beyond the original CAT output, map products depicted 
here utilize a top 10% threshold for extracting ICZ’s of 
highest importance. While useful, setting thresholds 
can be highly subjective and thus should be evaluated 
within the context of specific resource management and 
conservation objectives and decisions as they arise. 

	 • �The ICZs identified here are data driven and expert 
refined. A newly developed methodology was employed 
to expand ICZ’s beyond the data driven threshold. This 
was necessary in order to create an interconnected and 
contiguous ICZ network. This process may be adapted 
to address specific project goals and objectives of future 
work, as was the case here.

	

	

	

 
	 • �ICZs are not least-cost paths and are not least-cost 

corridors. The results do not represent the discrete 
boundaries of connectivity areas. Instead, they represent 
general areas throughout the landscape which contribute 
the most to connectivity of the whole landscape, they 
may be used to help identify, in part, areas where more 
discrete corridor modeling ought to occur. 

	 • �While the outputs developed here provide a prioritization 
metric that may be used to identify zones important 
for connectivity, they reflect only variables modeled 
here and do not provide an evaluation of other equally 
valid prioritization metrics such as threats, vulnerability, 
feasibility, opportunity, etc.

	 • �This is a science-based analysis that can be used with 
additional information to support conservation and 
other planning objectives. This document, and the data 
generated, should not be assumed to be a stand-alone 
vision for statewide conservation planning efforts. 
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2.9 �Interpretation and Use of this  
Document and Data

This analysis and document were created to contribute to 
the AGFD’s Teir 1 datasets as part of the department’s first 
deliverable to the WGA Wildlife Corridor Initiative. While the 
Tier 1 connectivity assessment dataset created here was the 
primary goal of this effort, it would not have been possible 
without the methods development and landscape integrity 
modeling which was a necessary first step. Given this, the 
team believes that the methods developed, employed, and 
described throughout this report to be of value for future 
efforts. The team believes that the methods and processes 
which were used to be as valuable as the data products 
that were generated. Both the landscape integrity surface 
and subsequent ICZ derivation are equally useful products 
that may help inform decision making of many forms in 
managing the states resources and planning for the future. 
This report and data are intended to complement ongoing 
conservation efforts by both the AGFD and the WGA.

This analysis was conducted in order to provide a coarse-
scale science-based assessment of landscape integrity 
and connectivity throughout Arizona. This work is intended 
to aid in the maintenance, restoration, and conservation 
of connectivity related resources. In so doing, the ICZ’s 
identified here should not be interpreted as equivalent to other 
connectivity related products such as discretely modeled 
least-cost corridors, but rather as fuzzy zones which serve a 
critical role in maintaining connectivity throughout the state. 
The ICZs modeled here are representative of a network 
comprised primarily of highly natural lands found throughout 
the state. Additionally, many of the ICZs identified here may 
be considered as highly important areas for conservation 
as they are both highly natural and highly important to 
connectivity throughout the state. 

Further, this analysis provides an added dimension of 
evaluation which can both complement fine-scale analysis 
and provide context for interpreting the impact of fine-scale 
linkages at the statewide scale. All ICZs identified here should 
be considered for complimentary fine-scale analysis in the 

future as the conservation and habitat needs of individual 
species may vary from the conservation priorities identified 
here. It is envisioned that combining both approaches will 
result in a more robust and comprehensive landscape 
network which serves both local and statewide connectivity 
goals. Such a network would reflect both the importance of 
its local parts on resident populations as well as the sum of 
its parts in contributing to larger landscape flows. 

Finally, it is envisioned that this work can serve as a bridge for 
further interpreting much of the great work that has already 
been conducted in Arizona and serve as a foundation from 
which future efforts can begin.

Additionally the team believes that this report and data 
could be used to:

	 • �Inform future habitat and landscape integrity modeling 
methodologies.

	 • �Aid in the interpretation of previously developed analysis, 
data, and plans.

	 • �Advise non-conservation related planning and 
development as a decision making support tool for a 
wide spectrum of stakeholders and jurisdictions.

	 • �Serve as a benchmark for assessing the potential 
impacts of human population growth and development 
simulations on statewide connectivity.

	 • �Provide context for deducing the impact that local 
connectivity efforts and analysis may have at the state-
wide scale.

	 • �Complement and inform land management plans, 
programs, revisions, and decisions on both private and 
public lands.

	 • �Aid in land protection and prioritization efforts of 
conservation organizations, NGOs, and other local 
groups.

	 • �Serve as a framework for coordinating conservation 
efforts and investments across private, state, and federal 
programs and partners.

LANDSCAPE CONNECTIVITY
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	 FACTOR NAME	 SOURCE	 DATE	 TYPE	 CELLSIZE	 ORIGINAL PROJECTION

	 Airports	 ADOT	 2005	 Point	 n/a	 GCS_North_American_1984 
		  ADOT	 2005	 Point	 n/a	 GCS_North_American_1985

	 Camping/RV/Rec	 AGFD Digitized	 2008	 Polygon	 n/a	 GCS_North_American_1983

	 Canals/CAP	 2011 Census TIGER/LINE®	 2011	 Polyline	 n/a	 NAD_1983_HARN_UTM_Zone_12N 
		  Central Arizona Project	 2010	 Polyline	 n/a	 GCS_North_American_1983

	 Housing Density	 2011 Census TIGER/LINE®	 2011	 Polygon	 n/a	 GCS_North_American_1983 

		  /American Factfinder

	 Impaired Waters	 ADEQ	 2006	 Polygon	 n/a	 GCS_North_American_1983 
		  ADEQ	 2008	 Polygon	 n/a	 GCS_North_American_1983

	 Impervious Surface	 USGS	 2006	 Raster	 30 m	 GCS_North_American_1983

	 Landcover	 USGS NLCD	 2006	 Raster	 30 m	 GCS_North_American_1983

	 Landfills	 ADEQ	 2003	 Polygon	 n/a	 GCS_North_American_1983

	 Military	 AGFD Digitized	 2012	 Polygon	 n/a	 GCS_North_American_1983

	 Mines	 Bureau of Mines	 2012	 Point	 n/a	 NAD_1983_HARN_UTM_Zone_12N 
		  USGS ReGAP	 2007	 Raster	 30 m	 GCS_North_American_1983

	 Oil/Gas Extraction	 USGS	 2004	 Point	 n/a	 GCS_WGS_1984

	 Pipelines	 2011 Census TIGER/LINE®	 2011	 Polyline	 n/a	 GCS_North_American_1983 
		  NPMS	 2012	 Polyline	 n/a	 GCS_North_American_1983

	 Point Source Pollution	 EPA	 2012	 Point	 n/a	 NAD_1983_HARN_UTM_Zone_12N

	 Population Density	 2011 Census TIGER/LINE®	 2011	 Polygon	 n/a	 GCS_North_American_1983 
		  / American Factfinder

	 Railroads	 ADOT	 2010	 Polyline	 n/a	 NAD_1983_StatePlane_Arizona_Central 
						      _FIPS_0202_Feet_intl

	 Renewable Energy	 AGFD	 2012	 Polygon	 n/a	 GCS_North_American_1983

	 Roads	 Arizona State Land Dept	 2009	 Polyline	 n/a	 GCS_North_American_1983 
		  USFS	 2008	 Polyline	 n/a	 GCS_North_American_1983 
		  Arizona DOT	 2007	 Polyline	 n/a	 GCS_North_American_1983 
		  AGFD Digitized	 2012	 Polyline	 n/a	 GCS_North_American_1983 
		  2011 Census TIGER/LINE®	 2008	 Polyline	 n/a	 GCS_North_American_1983 
		  2011 Census TIGER/LINE®	 2009	 Polyline	 n/a	 GCS_North_American_1983 
		  BLM	 2012	 Polyline	 n/a	 GCS_North_American_1983

Utility Lines	 2011 Census TIGER/LINE®	 2011	 Polyline	 n/a	 GCS_North_American_1983 
		  FEMA	 1993	 Polyline	 n/a	 GCS_North_American_1983

	

Appendix 1: (Table 1) Data Summary and Sources
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		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

Airports	 Class 1		  1000	 0–5	 1	 1	 Nunes et al. (2011)	 Not Specified 
(AGFD)	 Class 2		  500	 0–5	 1		  Lu and Morrell (2006)	 Not Specified 
	 Undefined		  200	 0–5	 1			    
 
	 Kernel Density		  1000	 0–5	 1	

Camping/RV/Recreation	 Camping/RV/Recreation		  1000	 3 	 1	 1	 Theobald (2010)	 Not Specified 
(AGFD)							       Woolmer et al. (2008)	 1 km

Canals/CAP	 Canal		  500	 0–5	 1	 2	 Jones (2012)	 200 m 
(AGFD, 	 CAP		  1000	 0–5	 2		  Leu et al. (2008)	 Not Specified 
Census 2011 Tigerline)							       Cook (2002)	 Not Specified 
	 Kernel Density		  1000	 0–5	 1			 

Housing Density	 Housing Density	 0 - 97.28694		  0	 N/A	 2	 Woolmer et al. (2008)	 0-5.5 U/km2 

(Census 2011 Tigerline)		  97.286964 - 162.009455	 1	 N/A		  Theobald (2003)	 1.2 U/Ha 
		  162.009455 - 226.731947	 2	 N/A		  Copeland et al. (2007)	 0-0.06 U/Ha 
		  226.731947 - 291.454439	 3	 N/A			    
		  291.454439 - 356.176931	 4	 N/A			    
		  > 356.176931		 5	 N/A			 

Impaired Waters	 Impaired Waters		  500	 0–5	 1	 1	 None Applicable	 Not Specified 
(AGFD/EPA)	 (DDT metabolites, chlordane, toxaphene, 					     Internal AGFD aquatic 

	 DDT, chlordane, toxaphene, mercury)					     habitat specialists	 0.5 km

Impervious Surfaces	 Impervious Surface	 0%		  0	 N/A	 2	 Theobald (2010)	 NA 
(USGS)		  0–2		  1	 N/A		  Wade et al. (2009)	 NA 
		  2–7		  2	 N/A		  Brooks (2004)	 NA 
		  7–18		  3	 N/A			    
		  18–41		  4	 N/A			    
		  41–100%		  5	 N/A

Landcover	 Landcover	 Open Water		  0	 N/A	 3	 Carrol (2005)	 NA (NLCD, MODIS LC) 

(USGS)		  Developed, Open Space	 2	 N/A		  Saunders et al. (2002)	 NA (NLCD, LANDSAT TM) 

		  Developed, Low Intensity	 3	 N/A		  Theobald (2010)	 NA (NLCDr) 

		  Developed, Medium Intensity	 4	 N/A		  Theobald (2003)	 NA (CO GAP) 

		  Developed. HIgh Intensity	 5	 N/A			    
		  Barren Land (Rock/Sand/Clay)	 0	 N/A			    
		  Deciduous Forest	 0	 N/A 
		  Evergreen Forest	 0	 N/A 
		  Mixed Forest		  0	 N/A 
		  Shrub/Scrub		  0	 N/A 
		  Grassland/Herbaceous	 0	 N/A 
		  Pasture/Hay		  3	 N/A 
		  Cultivated Crops	 4	 N/A 
		  Woody Wetlands	 0	 N/A 
		  Emergent Herbaceous Wetlands	 0	 N/A

Appendix 1: (Table 2) Factor Parameterization Summary

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 CLASSIFICATION VALUES	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			                   (U/km2)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 CLASSIFICATION VALUES	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			                       (%)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 ORIGINAL VALUES	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			             (NLCD)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 
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		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

Landfills	 Landfills		  1000	 0–5	 1	 1	 Leap (2008)	 Not Specified 
(AGFD)							       Leu et al. (2008)	 Not Specified 
	 Kernel Density		  1000	 0–5	 1

MIlitary	 Military		  1000	 5	 1	 3	 Bordeleau et al. (2008)	 Not Specified 
(AGFD)							       Krausman et al. (2005)	 Not Specified

Mines (open pit)	 Open Pit Mines		  1000	 5	 1	 3	 Comer & Hak (2012)	 500 m 
(USGS ReGAP)							       Woolmer et al. (2008)	 20.0 km 
							       Copeland et al. (2007)	 Not Specified 
							       Morgan (2003)	 Not Specified 
							       WWF Canada (2003)	 20.0 km

Mine Sites	 Producer		  1000	 0–5	 1	 1	 Comer and Hak (2012)	 500 m 
(Bureau of Mines)	 Other		  500	 0–5	 1		  Woolmer et al. (2008)	 20.0 km 
							       Copeland et al. (2007)	 Not Specified 
	 Kernel Density		  1000	 0–5	 1		  Morgan (2003)	 Not Specified 
							       WWF Canada (2003)	 20.0 km

Oil/Gas Extraction	 Oil/Gas		  500	 0–5	 1	 1	 Theobald et al. (2012)	 1 km 
(WRP)							       Kraft (2010)	 80 m 
	 Kernel Density		  1000	 0–5	 1		  Leu et al. (2008)	 1 km 
							       Copeland et al. (2007)	 400 m 
							       WWF Canada (2003)	 50 km 
							       Morgan (2003)	 Not Specified 
							       Bock & Lindzey (1999)	 3 miles 
							       Jensen (1991)	 300 feet

Pipelines	 Pipelines		  500	 0–5	 1	 1	 Anderson (2012)	 Not Specified 
(AGFD)							       Copeland et al. (2007)	 60 m 
	 Kernel Density		  1000	 0–5	 1

Point Source Pollution	 Point Source Pollution		  500	 0–5	 1	 1	 Day et al. (2001)	 300 ft. 
(EPA)							       Korich (2001)	 Not Specified 
	 Kernel Density		  1000	 0–5	 1		  Smith et al. (2000)	 Not Specified 
							       Chen et al. (1999)	 Not Specified 
							       Lopes & Bender (1998)	 Not Specified 
							       Rice et al. (1995)	 250 ft. 
							       Belnap & Harper (1990)	Not Specified

Population Density	 Population Density	 0 - 167.503737	 0	 N/A	 2	 Etter et al. (2011)	 0-35 P/km2 
(USGS)		  167.503737 - 278.813799	 1	 N/A		  Leu et al. (2008)	 > 1 P/Ha 
		  278.813799 - 390.123861	 2	 N/A		  Woolmer et al. (2008)	 0-10 P/km2 
		  390.123861 - 501.433923	 3	 N/A		  Theobald (2003)	 0-386 P/km2	  
		  501.433923 - 612.743985	 4	 N/A		  Sanderson et al. (2002)	 0-10 P/km2	  
		  > 612.743985		 5	 N/A 
								      

Appendix 1: (Table 2) Factor Parameterization Summary (continued)

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 CLASSIFICATION VALUES	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			                      (P/km2)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 
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		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

Railroads	 Siding			   0–5	 1	 2	 Theobald et al. (2011)	 1.0 km 
(Census 2011 Tigerline)		  In Service	 500				    Theobald (2010)	 1.0 km 
		  Out of Service	  250				    Dougherty et al. (2008)	 Not Specified 
	 Spur			   0–5	 1		  Leu et al. (2008)	 0.5 km 
		  In Service	 500				    Woolmer et al. (2008)	 3.0 km 
		  Out of Service 250					     Sanderson et al. (2002)	 2.0 km 
	 Mainline			   0–5	 2		   
		  In Service	 500	  
		  Out of Service 250 
	 Undefined		  250	  
 
	 Kernel Density		  1000	 0–5	 1		

Renewable Energy	 Renewable Energy	 Geothermal						     3	 Leung & Yang (2012)	 2 km 
(AGFD)				    Permitting	 0	 0	 N/A		  Mayerhoff et al. (2010)	 750 m 
									         Kuvlesky et al. (2007)	 Not Specified 
		  Wind							       Magoha (2002)	 Not Specified 
				    Permitting	 0	 0	 N/A		  Abassi & Abassi (2000)	 Not Specified 
				    Cancelled	 0	 0	 N/A 
				   Construction	 1000	 0–1	 N/A 
				    Operational	 1000	 0–1	 N/A 
				    Scoping	 0	 0	 N/A 
				    Testing	 0	 0	 N/A 
 
		  Solar 
				    Permitting	 0	 0	 N/A 
				    Cancelled	 0	 0	 N/A 
				   Construction	 1000	 0–5	 N/A 
				    Operational	 1000	 0–5	 N/A 
				    Scoping	 0	 0	 N/A

Roads	 Class 1 (High Intensity)		  3000	 0–5	 1	 3	 Theobald et al. (2012, 2011) 1 km 
(AGFD)	 Class 2		  2280	 0–5	 1		  Theobald (2010)	 1 km 
	 Class 3		  1550	 0–5	 1		  Etter et al. (2011)	 20 km 
	 Class 4		  820	 0–5	 1		  Dougherty & Byers (2008) Not Specified 
	 Class 5 (Low Intensity)		  90	 0–5	 1		  Leu et al. (2008)	 1 km 
	 Undefined		  90	 0–5	 1		  Woolmer et al. (2008)	 3 km 
							       Carrol (2005)	 Not Specified 
							       Machado (2004)	 Not Specified 
							       Theobald (2003)	 500 m 
							       Sanderson et al. (2002)	 2 km 
							       Saunders et al. (2002)	 600 m 
							       Mcrae (2001)	 1 km

Utility Lines	 Utility Lines		  500	 0–5	 1	 1	 Theobald (2010)	 Not Specified 
(AGFD,							       Trombulak et al. (2010)	 Not Specified 
Census 2011 Tigerline)	 Kernel Density		  1000	 0–5	 1		  Leu et al. (2008)	 500 m 
							       Woolmer et al. (2008)	 500 m		

		

Appendix 1: (Table 2) Factor Parameterization Summary (continued)

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

		  CATEGORIES/LAYERS	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
			   (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 

APPENDIX

		  CATEGORIES/LAYERS	 ORIGINAL VALUES	 DISTANCES USED	 LI SCORE	 INTERNAL	 FACTOR	 LITERATURE 	 DISTANCE(S) USED 
				    (meters)		  WEIGHT	 WEIGHT	 CONSULTED/CITED	 IN LITERATURE 
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	 ORIGINAL DATASET NAME	 CLASS	 UPDATED CROSSWALK CLASS

	 Trans123	 1	 1 
		  2	 2 
		  3	 3 
		  all other values	 5

	 MajorRoadsADOT	 Interstate	 1 
		  State Route	 2 
		  U.S. Hwy	 2 
		  all other values	 5

	 AllRoadsTIGER	 Access Ramps	 1 
		  Interstates	 1 
		  Highways	 2 
		  Arterials	 3 
		  Streets	 4 
		  all other values	 5 
		  Primitive Roads	 5 
		  Trails_alleys	 5

	 AZ_BLM_Statewide_Routes	 Railroad	 0 
		  Primary_Road_Paved	 3 
		  Primary_Road_Unpaved	 4 
		  Secondary_Road_Paved	 4 
		  all other values	 5 
		  OutsideO	 5 
		  Reclaiming	 5 
		  Single_Track	 5 
		  Secondary_Road_Unpav	 5 
		  Single Track	 5 
		  Single_Track	 5 
		  Tertiary_Road_Unpav	 5

	 AZ_BLM_Statewide_Routes_Other_Jurisdictions	 None	 0 
		  Primary	 3 
		  Primary_Road_Paved	 3 
		  Primary_Road_Unpaved	 4 
		  Secondary	 4 
		  Secondary_Road_Paved	 4 
		  all other values	 5 
		  Abandoned Airstrip	 5 
		  Not LHFO	 5 
		  Other	 5 
		  Patrol	 5 
		  Reclaiming	 5 
		  Secondary_Road_Unpav	 5 
		  Single_Track	 5 
		  Tertiary	 5 
		  Tertiary99	 5 
		  Tertiary_Road_Unpav	 5

Appendix 1: (Table 3) Roads Crosswalk and Hierarchy

	 ORIGINAL DATASET NAME	 CATEGORY	 UPDATED CROSSWALK CLASS

	 ORIGINAL DATASET NAME	 ROUTE TYPE	 UPDATED CROSSWALK CLASS

	 ORIGINAL DATASET NAME	 ROUTE TYPE	 UPDATED CROSSWALK CLASS

	 ORIGINAL DATASET NAME	 ROAD TYPE	 UPDATED CROSSWALK CLASS
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	 ORIGINAL DATASET NAME	 OBJECTIVE	 UPDATED CROSSWALK CLASS

	 RoadsNatlForests	 3 - SUITABLE FOR PASSENGER CARS	 3 
		  5 - HIGH DEGREE OF USER COMFORT	 3 
		  4 - MODERATE DEGREE OF USER COMFORT	 4 
		  all other values	 5 
		  1 - BASIC CUSTODIAL CARE (CLOSED)	 5 
		  2 - HIGH CLEARANCE VEHICLES	 5 
		  C - CONVERT USE	 5 
		  D - DECOMMISION	 5

	 Prescott_transRoads	 3 - SUITABLE FOR PASSENGER CARS	 3 
		  5 - HIGH DEGREE OF USER COMFORT	 3 
		  4 - MODERATE DEGREE OF USER COMFORT	 4 
		  all other values	 5 
		  1 - BASIC CUSTODIAL CARE (CLOSED)	 5 
		  2 - HIGH CLEARANCE VEHICLES	 5 
		  C - CONVERT USE	 5 
		  D - DECOMMISION	 5

	 Tonto_tranRoads	 No Hierarchy	 5

	 Kaibab_tranRoads	 No Hierarchy	 5

	 Coronado_tranRoads	 No Hierarchy	 5

	 Coconino_tranRoads	 No Hierarchy	 5

	 ApacheSitgreaves_tranRoads	 No Hierarchy	 5

	 LocalRoadsTIGER	 No Hierarchy	 5

	 MilitaryRoads	 No Hierarchy	 5

	 NonADOTRoads	 No Hierarchy	 5 
	  

Appendix 1: (Table 3) Roads Crosswalk and Hierarchy (continued)

	 ORIGINAL DATASET NAME	 OBJECTIVEt	 UPDATED CROSSWALK CLASS

	 ORIGINAL DATASET NAME	 ORIGINAL ATTRIBUTE CLASS	 UPDATED CROSSWALK CLASS
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